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ABSTRACT. In this manuscript, an epidemic model employed the dynamics of drugs usage among adults. Among smokers, often the desire to quit smoking arises. A large number of smokers attempt to quit, but only a few of them are successful. A non-linear mathematical model is employed to study and assess the dynamics of smoking and its impact on public health in a community. We prove the essential properties, bounded, positivity and well-posed, also local and global stability analysis has been made for the epidemic model. The sensitivity analysis of the model is provided by threshold or reproductive number as well as analyzed qualitatively. We develop an unconditionally convergent nonstandard finite difference scheme by applying Mickens approach \( \phi(h) = h + O(h^2) \) instead of \( h \) to control the spread of bad impact in society. Finally numerical simulations are also established to investigate the influence of the system parameters on the spread of the smoking impact in society.

1. INTRODUCTION

The scope of mathematics includes mathematical modeling and esoteric mathematics. The flow of work, process, predictions and outcomes can easily be measured with the help of mathematical concepts and theories. Therefore, biologists are now extremely dependent on mathematics. Mathematical modeling of biological sciences has been conducted [1–3]. The relationship between simple mathematical modeling involves biological system, integer order differential equations that show their dynamics and complex system which describes their changing of structure. The nonlinearity and multi-scale behaviors in mathematical modeling
describe the mutual relationship between parameters [4]. In last few decades, many biological models were studied in detail by using classical derivative [5–8].

Smoking is the large problem in the entire world. Despite overwhelming facts about smoking, it is still a very bad habit which is widely spread and accepted socially. Smoking is a bad habit in which a substance is burned and the resulting smoke breathed to taste and absorbed into the bloodstream [14]. Tobacco pandemic is one of the largest public medicinal threats to the world has ever faced, as it puts to death up to half of its users. Smoking kills about six million people each year of whom more than five million are ex-smokers and smokers and over 500,000 are nonsmokers revealed to second-hand smoke. Tobacco users who pass away prematurely deprive their families of earnings, lift the cost of fitness care and through them in deep financial crisis. The World Health Organization forecasts that by 2030, ten million persons will pass away every year due to tobacco associated illnesses. Numerous mathematical models for smoking have been developed in the last few years [9,13].

Epidemiology is related with the spread of diseases in population and the major factors that effects the transmission of diseases [15]. The subject of smoking is one of the interesting areas in study of epidemiology. There is a lot of work that has been done on the smoking epidemics models [16–18]. Mathematical models are established to understand the dynamics of the contagious diseases. These models are divided into compartments with population are called compartmental models. The assumptions of transfer data from one to another compartment depends upon the nature and time rate. The major idea in these models is that the people will start to live healthy in a community. Diseases may effect the healthy peoples but effected one could become healthy again in the community [19–22]. Different numerical technique can be employed for epidemic model to analyse the data for control strategy. Different technique converges conditionally and diverge for large step size for epidemic model but NSFD scheme converges unconditionally.

In this paper, we investigate the stability and qualitative analysis of the smoking model. An unconditionally convergent nonstandard finite difference scheme has been presented to obtain solution of smoking model. The analysis of two different states disease free and endemic equilibrium which means the disease dies out or persist in a population has been made by finding reproductive number. Numerical results are presented graphically to show the dynamics of the model.

2. Materials and Method

The concept of mathematical modeling has been prolonged to define the stability and qualitative features of giving up smoking models from 2000 [26–28]. Many researchers considered various smoking models like [23], in which they examined numerous classes of smokers (potential smokers $P(t)$, smokers $S(t)$, and quit smokers $Q(t)$). Then [24] modified the proposed model and introduced a new class named as chain smokers. Later on, Zeb et al. [25] studied a smoking model in which they argued local and global stability of the model and
its general solutions in which the collaboration between occasional and potential smokers occurs. In [26] the author presented a modified smoking model in which the dynamic behavior has been discussed numerically. The proposed smoking model [8] in the form of system of differential equation is given as:

\[
\frac{dP}{dt} = bN - \beta_1 LP - (d_1 + \mu)P + \tau Q \tag{2.1}
\]

\[
\frac{dL}{dt} = \beta_1 LP - \beta_2 LS - (d_2 + \mu)L \tag{2.2}
\]

\[
\frac{dS}{dt} = \beta_2 LS - (\gamma + d_3 + \mu)S \tag{2.3}
\]

\[
\frac{dQ}{dt} = \gamma S - (\tau + d_4 + \mu)Q, \tag{2.4}
\]

with initial conditions \(P(0) = n_1, L(0) = n_2, S(0) = n_3, Q(0) = n_4, N(0) = n_5\), where \(P, L, S, Q\) and \(N\) represents the smoking status of time dependent sub-compartments \(b, \mu, \gamma\) and \(\tau\) are the parameter involved \(\beta_1\) and \(\beta_2\) are the transmission coefficient \(d_1, d_2, d_3\) and \(d_4\) are the death rates of the sub-compartments of the smoking model.

3. Stability of the model

In this section, we find the basic reproduction number and stability of the model. We prove that our model is locally and globally stable for disease-free-equilibrium. Since all our model parameters are positive or non-negative, it is important to show that all state variables remain positive or non-negative for all positive initial conditions for 0. From our model equation, we have

\[
\frac{dN}{dt} = (b - \mu)N - (d_1 P + d_2 L + d_3 S + d_4 Q) \leq (b - \mu)N
\]

The closed set is

\[
D = (P, L, Q, S, N \in R^5_+ : N \leq \frac{b}{\mu})
\]

**Theorem 1:** The closed set \(D\) is bounded and positive invariant.

**Proof:** \(\frac{dN}{dt} \leq bN - \mu N\),

So \(N\) is bounded above by \(bN - \mu N\), Hence \(\frac{dN}{dt} < 0\) and \(t > \frac{b}{\mu}\).

On simplification we have, \(N(t) \leq N(0)e^{-\mu t} + \frac{b}{\mu}(1 - e^{-\mu t})\).

As \(t \to \infty\), \(e^{-\mu t} \to 0\), So \(\lim_{t \to \infty} N(t) \leq \frac{b}{\mu}\)

Thus, \(D\) is bounded and positively invariant in \(R^5_+\).

**Theorem 2:** Assume that model (2.1 – 2.4) has global solution corresponding to non-negative initial
condition then solution is non negative all times.

**Proof:** Assume $P(0) \geq 0$, $L(0) \geq 0$, $Q(0) \geq 0$, equation can be written as

$$\frac{dP}{dt} = bN - (\beta L + d_1 + \mu)P \quad \frac{dP}{dt} = bN - DP$$

This linear first order differential equation in $P$ which has solution

$$P = P(0)\exp\left(\int_0^t -A(P)\, dp + \exp\int_0^t -A(P)\, dt \times 0 \int_0^t \pi \exp\left(\int_0^u -A(w)\, dw\right) du \right) \geq 0$$

Hence $P \geq 0$ for all $t \geq 0$, regarding the non-negativity of the remaining variables, we consider the subsystem

$$\frac{dL}{dt} = \beta_1 LP - \beta_2 LS - (d_2 + \mu)L \quad (3.1)$$

$$\frac{dS}{dt} = \beta_2 LS - (\gamma + d_3 + \mu)S \quad (3.2)$$

$$\frac{dQ}{dt} = \gamma S - (\tau + d_4 + \mu)Q, \quad (3.3)$$

This can be written in matrix form

$$\frac{dY}{dt} = MY(t) + B(t) \quad (3.4)$$

where $Y(t) = \begin{bmatrix} L(t) \\ S(t) \\ Q(t) \end{bmatrix}$, $M = \begin{bmatrix} -\beta_1 - (d_2 + \mu) & 0 & 0 \\ 0 & -\gamma - (\gamma + d_3 + \mu) & 0 \\ 0 & \gamma & -(\tau + d_4 + \mu) \end{bmatrix}$

and $B(t) = \begin{bmatrix} 0 \\ 0 \\ \gamma \end{bmatrix}$

We note that $M$ is a Metzler matrix (*i.e* with non-negative of t-diagonal entries) in opinion of the before now recognized non-negatively of $P$. Thus an equation (3.4) is a monotone system [46]. Therefore, $R^3_+$ invariant under the flow system (3.4). This complete the proof of the theorem.

4. **Qualitative Analysis**

By substituting the values of parameters in given system of differential equations and taking rate of change with respect to time zero, we get

$$bN - \beta_1 LP - (d_1 + \mu)P + \tau Q = 0, \quad (4.1)$$

$$\beta_1 LP - \beta_2 LS - (d_2 + \mu)L = 0, \quad (4.2)$$
Proof: \[ \lambda \]

\[ \beta_2 LS - (\gamma + d_3 + \mu)S = 0, \quad (4.3) \]

\[ \gamma S - (\tau + d_4 + \mu)Q = 0, \quad (4.4) \]

\[ (b - \mu)N - (d_1 P + d_2 L + d_3 S + d_4 Q) = 0, \quad (4.5) \]

By solving equations \((4.1 - 4.5)\), we get the disease free equilibrium point \(E_0 = (P, L, S, Q)\) i.e \(E_0 = (0, 0, 0, 0)\), which is trivial solutions. If \(\beta_1 < d_2 + \mu\) then the disease free equilibrium point \(E_1 = (P_0, L_0, S_0, Q_0)\) i.e \(E_1 = (1, 0, 0, 0)\)

Solving the system of Equations \((4.1 - 4.5)\), we get

\[ E_0^* = (P^*, L^*, S^*, Q^*), \]

where

\[ P^* = \frac{\mu + d_2}{\beta_1} + \frac{\beta_1 d_2 (\mu + \gamma + d_3) - (b - \mu)(\mu + d_2)(-\beta_2 (\mu + d_1 - bd_1) + \beta_1 (\mu + \gamma + d_3))}{\beta_1 [\beta_1 \gamma \tau + (b - \mu)(-\beta_2 (\mu + d_1 + bd_1) + \beta_1 (\mu + \gamma + d_3)) + \beta_1 d_4 + \beta_1 d_3 (\mu + \tau + d_4)]} \]

\[ L^* = \frac{\mu + \gamma + d_3}{\beta_2} \]

\[ S^* = \frac{\beta_1 d_2 (\mu + \gamma + d_3) - (b - \mu)(\mu + d_2)(-\beta_2 (\mu + d_1 - bd_1) + \beta_1 (\mu + \gamma + d_3))}{\beta_2 [\beta_1 \gamma \tau + (b - \mu)(-\beta_2 (\mu + d_1 + bd_1) + \beta_1 (\mu + \gamma + d_3)) + \beta_1 d_4 + \beta_1 d_3 (\mu + \tau + d_4)]} \]

\[ Q^* = \frac{\gamma [\beta_1 d_2 (\mu + \gamma + d_3) - (b - \mu)(\mu + d_2)(-\beta_2 (\mu + d_1 - bd_1) + \beta_1 (\mu + \gamma + d_3))]}{\beta_2 (\mu + \tau + d_4)[\beta_1 \gamma \tau + (b - \mu)(-\beta_2 (\mu + d_1 + bd_1) + \beta_1 (\mu + \gamma + d_3)) + \beta_1 d_4 + \beta_1 d_3 (\mu + \tau + d_4)]} \]

**Theorem 3:** \(E_0\) of the given system is locally asymptotically stable if \(\text{Re}(\lambda) < 0\).

**Proof:** \(\lambda\) can be evaluated from the relation \(|J - \lambda I| = 0\). Consider the jacobian matrix again as

\[ J = \begin{bmatrix}
-\beta_1 L - (d_1 + \mu) & -\beta_1 P & 0 & \tau \\
\beta_1 L & \beta_1 P - \beta_2 S - (d_2 + \mu) & -\beta_2 L & 0 \\
0 & \beta_2 S & \beta_2 L - (\gamma + d_3 + \mu) & 0 \\
0 & 0 & 0 & \gamma \\
\end{bmatrix} \]

\[ J = \begin{bmatrix}
-d_1 - \mu & 0 & 0 & \tau \\
0 & -(d_2 + \mu) & 0 & 0 \\
0 & 0 & -\gamma - d_3 - \mu & 0 \\
0 & 0 & \gamma & -\tau - d_4 - \mu \\
\end{bmatrix} \]
The Eigen values of the above matrix according to the equilibrium point $E_0 = (0,0,0,0)$ are $-(d_1+\mu), -(d_2+\mu), -(\gamma +d_3+\mu), -(\tau+d_4+\mu)$ with negative real parts represents that the given system is locally asymptotically stable. Also the system is stable for the point $E_1 = (1,0,0,0)$.

**Theorem 4:** The disease free equilibrium $E_0 = (1,0,0,0,0)$ of subsystem (2.1−2.4) is globally asymptotically stable (GAS) if $R_0 < 1$.

**Proof:** Let $P_0 = 1$ and consider the following combination of linear function and volterra type lyapunove function

\[
M_0 = M_0(P,L,S,Q) = P - P_0ln(P) + L + b_1S + b_2Q
\]

using the function that $P_0 = 1$, lie derivative of $M_0$ in the direction of vector field given by the right hand side of equation (2.1−2.4) is

\[
\frac{dM_0}{dt} = \frac{dP}{dt} \left(1 - \frac{1}{P}\right) + \frac{dL}{dt} + b_1 \frac{dS}{dt} + b_2 \frac{dQ}{dt}
\]

\[
\frac{dM_0}{dt} = (bN - \beta_1LP - (d_1+\mu)P + \tau Q)(1 - \frac{1}{P}) + \beta_1LP - \beta_2LS - (d_2+\mu)L + b_1(\beta_2LS - \gamma +d_3+\mu))S + b_2(\gamma - (\tau +d_4+\mu))Q
\]

\[
\frac{dM_0}{dt} = -\frac{bN}{P} (1 + \tau Q - P) + (\beta_1 + (b_1-1)\beta_2S - (d_2+\mu)L + (b_2 + b_1(\gamma +d_3+\mu)))S + (\gamma - b_2(\gamma +d_3+\mu))Q
\]

choose $b_1, b_2$

\[
b_2\gamma - b_1(\gamma +d_3+\mu) = 0
\]

and

\[
\tau - b_2(\gamma +d_3+\mu) = 0
\]

we get

\[
b_2 = \frac{\tau}{\tau +d_4+\mu}
\]

\[
b_1 = \frac{\tau\gamma}{(\tau +d_4+\mu)(\gamma +d_3+\mu)}
\]

with in this mind $\frac{dM_0}{dt}$ becomes

\[
\frac{dM_0}{dt} = -\frac{bN}{P} (1 + \tau Q - P) + (\beta_1 + (\frac{\tau\gamma}{(\tau +d_4+\mu)(\gamma +d_3+\mu)}) - 1)\beta_2S - (d_2+\mu)L
\]

\[
\frac{dM_0}{dt} = -\frac{bN}{P} (1 + \tau Q - P) + (\beta_1(\tau +d_4+\mu)(\gamma +d_3+\mu) + (\tau\gamma - (\tau +d_4+\mu)(\gamma +d_3+\mu))\beta_2S - (d_2+\mu)(\tau +d_4+\mu)(\gamma +d_3+\mu)) \leq 0
\]

since it is easy to see that the largest invariant subset contained in the set.

\[
\varepsilon = \{(P,L,S,Q)\in K_0/ \frac{dM_0}{dt} = 0\}
\]
5. Reproductive Number

Consider the jacobian matrix as

\[
J = \begin{bmatrix}
-\beta_1 L - (d_1 + \mu) & -\beta_1 P & 0 & \tau \\
\beta_1 L & \beta_1 P - \beta_2 S - (d_2 + \mu) & -\beta_2 L & 0 \\
0 & \beta_2 S & \beta_2 L - (\gamma + d_3 + \mu) & 0 \\
0 & 0 & \gamma & -(\tau + d_4 + \mu)
\end{bmatrix}
\]

Since the Jacobian matrix is \( J = F - V \) then the matrix \( F \) and \( V \) can be written as

\[
F = \begin{bmatrix}
0 & -\beta_1 & 0 & 0 \\
0 & \beta_1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix},
\]

\[
V = \begin{bmatrix}
\beta_1 L + (d_1 + \mu) & \beta_1 P & 0 & -\tau \\
-\beta_1 L & -\beta_1 P + \beta_2 S + (d_2 + \mu) & \beta_2 L & 0 \\
0 & -\beta_2 S & -\beta_2 L + (\gamma + d_3 + \mu) & 0 \\
0 & 0 & -\gamma & (\tau + d_4 + \mu)
\end{bmatrix}
\]

We know that \( K = FV^{-1} \) and using the relation \( |K - \lambda I| = 0 \) for the eigen value \( \lambda \), we get

\[
\lambda = \frac{\beta_1}{\mu + d_2},
\]

which shows the reproductive number \( R_0 = \frac{\beta_1}{\mu + d_2} \). By substituting the values of parameters, we get \( R_0 = 0.020408 < 1 \). Since reproductive number \( R_0 < 1 \), so the constructed system is in disease free state.

6. Sensitivity Analysis of \( R_0 \)

The sensitivity of \( R_0 = \frac{\beta_1}{\mu + d_2} \), to each of its parameters is

\[
\frac{\partial R_0}{\partial \beta_1} = \frac{1}{\mu + d_2} \geq 0
\]

\[
\frac{\partial R_0}{\partial \mu} = -\frac{\beta_1}{(\mu + d_2)^2} \leq 0
\]

\[
\frac{\partial R_0}{\partial d_2} = -\frac{\beta_1}{(\mu + d_2)^2} \leq 0
\]
It can be seen that $R_0$ is most sensitive to change in parameter, here, $R_0$ is increasing with $\beta_1$ and decreasing with $\mu$, $d_2$. In other words it found that the sensitivity analysis shows that prevention is better than to control the disease.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_1$</td>
<td>40</td>
<td>$n_2$</td>
<td>40</td>
</tr>
<tr>
<td>$n_3$</td>
<td>60</td>
<td>$n_4$</td>
<td>80</td>
</tr>
<tr>
<td>$n_5$</td>
<td>200</td>
<td>$d_1$</td>
<td>0.33</td>
</tr>
<tr>
<td>$d_2$</td>
<td>0.44</td>
<td>$d_3$</td>
<td>0.55</td>
</tr>
<tr>
<td>$d_4$</td>
<td>0.66</td>
<td>$\beta_1$</td>
<td>0.001</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.001</td>
<td>$\mu$</td>
<td>0.05</td>
</tr>
<tr>
<td>$b$</td>
<td>0.1</td>
<td>$\gamma$</td>
<td>0.99</td>
</tr>
<tr>
<td>$\tau$</td>
<td>0.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

7. **Nonstandard finite difference (NSFD) scheme**

A nonstandard finite difference (NSFD) scheme for the system (2.1 – 2.5) is presented in this section [29]. In recent years, nonstandard finite difference (NSFD) scheme for discrete models have been constructed or tested for a wide range of nonlinear systems of differential equations [30–32]. The positivity of the state variables involved in the system is satisfy by proposed method. This property has key role when we solve mathematical models arising in biology because these state variables represent sub-populations which never take negative values. The discretized form of the the system (2.1 – 2.5) by using NSFD scheme which based on the generalized first order forward method is written as

$$\frac{P^{k+1} - P^k}{\phi} = bN^k - \beta_1 L^k P^{k+1} - (d_1 + \mu) P^{k+1} + \tau Q^k$$  \hfill (7.1)

$$P^{k+1} + \beta_1 L^k P^{k+1} \phi + \phi(d_1 + \mu) P^{k+1} = P^k + b\phi N^k + \tau \phi Q^k$$ \hfill (7.2)

$$P^{k+1} = \frac{P^k + b\phi N^k + \tau \phi Q^k}{1 + \beta_1 L^k \phi + \phi(d_1 + \mu)}$$ \hfill (7.3)

$$\frac{L^{k+1} - L^k}{\phi} = \beta_1 L^k P^{k+1} - \beta_2 L^{k+1} S^k - (d_2 + \mu) L^{k+1}$$ \hfill (7.4)

$$L^{k+1} + \phi \beta_2 L^{k+1} S^k + \phi(d_2 + \mu) L^{k+1} = L^k + \beta_1 L^k P^{k+1}$$ \hfill (7.5)

$$L^{k+1} = \frac{L^k + \beta_1 L^k P^{k+1}}{1 + \phi \beta_2 S^k + \phi(d_2 + \mu)}$$ \hfill (7.6)
\[
\frac{S^{k+1} - S^k}{\phi} = \beta_2 L^{k+1} S^k - S^{k+1}(\gamma + d_3 + \mu) \\
S^{k+1} = \beta_2 L^{k+1} S^k \phi - \phi S^{k+1}(\gamma + d_3 + \mu) \\
S^{k+1}(1 + \phi(\gamma + d_3 + \mu)) = \beta_2 L^{k+1} S^k \phi + S^k \\
S^{k+1} = \frac{\beta_2 L^{k+1} S^k \phi + S^k}{1 + \phi(\gamma + d_3 + \mu)} \\
Q^{k+1} - Q^k = \phi \gamma S^{k+1} - \phi(\tau + d_4 + \mu)Q^{k+1} \\
Q^{k+1}(1 + \phi(\tau + d_4 + \mu)) = \phi \gamma S^{k+1} + Q^k \\
Q^{k+1} = \frac{\phi \gamma S^{k+1} + Q^k}{1 + \phi(\tau + d_4 + \mu)}
\]

which is the purposed NSFD scheme for the given model, where

\[
\phi = \phi(h) = \frac{1 - e^{-(d_3 + \mu + \gamma)h}}{d_3 + \mu + \gamma}
\]

The discrete method given in (22, 25, 29, 32) is indeed an NSFD scheme because it is constructed according to Mickens rules [32] formalized as follows in [33]. 

**Rule 1.** The standard denominator \( h = \Delta t \) of the discrete derivatives is replaced by the complex denominator function in Equation (33) which satisfies the asymptotic relation

\[
\phi(h) = h + O(h^2)
\]

Note that the denominator function \( \phi \) is expected to better capture the dynamics of the continuous model through the presence of the underlying parameters \( d_3, \mu, \gamma \). In fact, exact schemes for a wide range of dynamical systems involve such complex denominator functions [34, 35].

**Rule 2.** Nonlinear terms in the right-hand side of Equation (2.1 - 2.5) are approximated in a non-local way. For instance, we have \( L_t S_t \approx L_k P_{k+1} \) instead of \( L_t S_t \approx L_k P_k \)

8. Analysis of the scheme

**Theorem 5:** The NSFD scheme (22, 25, 29, 32) is a dynamical system on the biological feasible domain \( \mathcal{K} \) of the continuous model (2.1 - 2.5).

**Proof:** First, we prove the positivity of the scheme (22, 25, 29, 32). It is easy to show that the NSFD scheme (22, 25, 29, 32) takes the explicit form

\[
P^{k+1} = \frac{P^k + b\phi N^k + \tau \phi Q^k}{1 + \beta_1 L^k \phi + \phi(d_1 + \mu)}
\]
\[ L^{k+1} = L^k \frac{(1 + \beta_1 L^k \phi + \phi(d_1 + \mu)) + (\beta_1 L^k)(P^k + b\phi N^k + \tau \phi Q^k)}{(1 + \phi \beta_2 S^k + \phi(d_2 + \mu))(1 + \beta_1 L^k \phi + \phi(d_1 + \mu))} \]

\[ S^{k+1} = \frac{\beta_2 S^k \phi A + S^k B}{(1 + \phi(\gamma + d_3 + \mu))B} \]

\[ Q^{k+1} = \frac{\phi \gamma (\beta_2 S^k \phi A + S^k B) + Q^k(1 + \phi(\gamma + d_3 + \mu))B}{(1 + \phi(\tau + d_4 + \mu))(1 + \phi(\gamma + d_3 + \mu))B} \]

where

\[ A = L^k(1 + \beta_1 L^k \phi + \phi(d_1 + \mu)) + (\beta_1 L^k)(P^k + b\phi N^k + \tau \phi Q^k), \quad B = (1 + \phi \beta_2 S^k + \phi(d_2 + \mu))(1 + \beta_1 L^k \phi + \phi(d_1 + \mu)) \]

Thus \( P^{k+1} \geq 0, \quad L^{k+1} \geq 0, \quad S^{k+1} \geq 0, \quad Q^{k+1} \geq 0 \) whenever the discrete variables are non-negative at the previous iteration. It remains to prove the positive invariance of \( K \). Adding the (22, 25) and (29) we have

\[ [1 + \phi(d_1 + \mu)]H^{k+1} = \phi b N + H^k - [1 + (d_2 + \mu)\phi]L^{k+1} - [1 + \phi(\gamma + d_3 + \mu)]S^{k+1} \leq \phi b N + H^k \]

\[ [1 + \phi(\mu + d_1)]H^{k+1} \leq \phi b N + H^k \]

\[ \Rightarrow H^{k+1} \leq \frac{b N}{d_1 + \mu} \]

whenever

\[ H^k \leq \frac{b N}{\mu + d_1} \]

The priori bonds for \( Q^{k+1} \) and \( N^{k+1} \) follow the radially from the fact that \( L^{k+1} \) and \( S^{k+1} \) are less then or equal to \( H^{k+1} \). This complete the proof.

9. Numerical Simulations

The mathematical analysis of smoking epidemic model with non-linear incidence has been presented. Firstly, we investigate the basic reproduction number \( R_0 \) for the system (2.1 – 2.5) which completely characterized the stability of the disease free and endemic equilibrium. We observed that, if \( R_0 < 1 \), the disease free state at \( E_0 \) and \( E_1 \) is locally stable. To observe the effects of the parameters using in this dynamics smoking model (2.1 – 2.5), conclude several numerical simulations varying the value of parameters. These simulations reveals that a change in time and step size \( h \) affects the dynamics of the epidemic as shown in Figures 1 and Figures 2. By applying the Mickens approach, we use \( \phi = \phi(h) \) instead of step size \( h \) in figure 2 and figure 4. comparison is made by highlighting the point in each graph which shows that the Smokers reduces within 20 weeks when we used \( \phi \). Its interpretation for a longer period reduces the infected individuals in the health system. When initial condition changes to \( P(0) = 40, L(0) = 80, S(0) = 120, Q(0) = 160, N(0) = 400 \), the convergence to disease free equilibrium point remain consistent as shown in figure 3 and Figures 4.
Figure 1. Numerical solutions for potential smokers, Light Smokers, Smokers and Quit Smokers in a time $t$ (weeks) with step size $h = 1$

Figure 2. Numerical solutions for potential smokers, Light Smokers, Smokers and Quit Smokers in a time $t$ (weeks) for $\phi = \phi(h)$ with $h = 1$
Figure 3. Numerical solutions for potential smokers, Light Smokers, Smokers and Quit Smokers in a time \( t \) (weeks) with step size \( h = 1 \) with different initial conditions.

Figure 4. Numerical solutions for potential smokers, Light Smokers, Smokers and Quit Smokers in a time \( t \) (weeks) for \( \phi = \phi(h) \) with \( h = 1 \) with different initial conditions.
10. Conclusion

It is important to note that nonstandard finite difference scheme for mathematical models based on system of differential equations is more powerful approach to compute the convergent solution. The constructed unconditionally convergent nonstandard finite difference (NSFD) scheme for smoking model preserve the positivity of all values of $h$ (step size) which shows that the developed Scheme is stable. The nonstandard finite difference scheme is dynamically consistent, easy to implement and shows a good agreement to analyze the bad impact of smoking for long period of time and represents their dynamical behavior graphically. Threshold condition shows most sensitive effect regarding their parameters. We prove the essential properties, bounded, positivity and well-posed, also local and global stability analysis has been made to analyze the smoking effects in the community. Numerical simulations are carried out to check the actual behavior of the model.
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