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Abstract. This paper aims to handle some types of fractional differential equations with a fractional-order values $\beta > 1$. In particular, we propose a novel analytical solution called an atomic solution for certain fractional linear type differential equations as well as for some other types of partial differential equations with fractional-order values exceeding one. Some examples are provided to validate our findings.

1. Introduction

One of the most principal connections between pure and applied mathematics is differential equations in their three main types; ordinary, partial and fractional differential equations. A large number of applications that arise naturally in many fields of science and engineering might be described by fractional differential equations. Their solutions and investigations provide a remarkable growth to several mathematical approaches, see e.g. \cite{1–5}.

In 2014, R. Khalil introduced in \cite{8} a newly scheme for dealing differential equations in their two types; ordinary and fractional ones. Such novel scheme relies on the theory of tensor product of Banach spaces, which can be employed for the aim of obtaining the so-called atomic solutions for ordinary/fractional differential equations. It is commonly known that most of fractional (ordinary/partial) differential equations, which were treated in literature, are handled with fractional-order values between 0 and 1. Hence obtained many interesting results can be. By taking this notion into account. From
this point of view, the object of this paper is to study $\alpha$–fractional (ordinary/partial) differential equations for fractional-order value greater than one, i.e. $\beta > 1$. Accordingly, many notable theoretical results are proved and then used to some given fractional differential equations.

The rest of this paper is arranged as follows: Section 2 recalls some basic facts and preliminaries related to the fractional calculus and atomic solution. Section 3 provides the main results of this work. Section 4 illustrates some applications of the derived theoretical results, followed by Section 5 that summarizes the whole conclusions of this work.

2. Preliminaries

In this section, some needed basic facts and preliminaries in connection to the fractional calculus and the so-called atomic solution are recalled. In particular, the definition of the so-called $\alpha$-conformable fractional derivative $D^\alpha$ is introduced, [8]. So, for $x \in E \subseteq (0, \infty)$, we have:

$$D^\alpha f(x) = \lim_{\epsilon \to 0} \frac{f(x + \epsilon x^{1-\alpha}) - f(x)}{\epsilon}.$$ 

If the above limit exists, then $D^\alpha f(x)$ is called the $\alpha$-conformable fractional derivative of $f$ at $x$. As a result, if $f$ is $\alpha$-differentiable on $(0, r)$ for some $r > 0$ and $\lim_{\epsilon \to 0^+} D^\alpha f(x)$ exists, then we define

$$D^\alpha f(0) = \lim_{x \to 0} D^\alpha f(x).$$

For $\alpha \in (0, 1]$ and $f, g$ are $\alpha$-differentiable at a point $t$, one can easily see that the conformable fractional derivative satisfies the following properties:

(i) $D^\alpha (bf + cg) = bD^\alpha(f) + cD^\alpha(g)$, for all $b, c \in \mathbb{R}$,

(ii) $D^\alpha(\lambda) = 0$, for all constant functions $f(t) = \lambda$,

(iii) $D^\alpha(fg) = fD^\alpha(g) + gD^\alpha(f)$,

(iv) $D^\alpha\left(\frac{f}{g}\right) = \frac{gD^\alpha(f) - fD^\alpha(g)}{g^2}$, $g(t) \neq 0$.

In this regard, we list below the conformable fractional derivatives for certain functions:

(i) $D^\alpha(t^p) = pt^{p-\alpha}$,

(ii) $D^\alpha(\sin(\frac{1}{\alpha}t^\alpha)) = \cos(\frac{1}{\alpha}t^\alpha)$,

(iii) $D^\alpha(\cos(\frac{1}{\alpha}t^\alpha)) = -\sin(\frac{1}{\alpha}t^\alpha)$,

(iv) $D^\alpha(e^{\frac{1}{\alpha}t^\alpha}) = e^{\frac{1}{\alpha}t^\alpha}$.

On letting $\alpha = 1$ in the above derivatives, we get their corresponding classical rules for ordinary derivatives. Further, one should notice that a function could be $\alpha$-conformable differentiable at a point but it is not differentiable at that point. For example, if one takes $f(t) = 2\sqrt{t}$, then $D^\frac{1}{2}(f)(0) = 1$, while for the classical fractional derivative, $D^1(f)(0)$ does not exist. For more overview about fractional calculus and its applications, we refer to the references [6–12].

Many differential equations might be transformed to their corresponding fractional-order forms. These equations can have many applications in many branches of science and engineering, see [13–15].
It is commonly known that the main technique used to solve many partial differential equations is using Fourier series. From this point of view, fractional Fourier series was introduced in [16]. Such a concept proved to be very fruitful in solving fractional partial differential equations. But sometimes it is not possible to use separation of variables technique to deal with these equations. Here comes the concept of atomic solution, which would help us to face this problem. This concept coupled with how we can use it in solving fractional (ordinary/partial) differential equations will be provided in the following content.

**Definition 2.1.** \((\text{Atomic solution})\) Let \(X\) and \(Y\) be two Banach spaces and \(X^*\) be the dual of \(X\). Assume \(x \in X\) and \(y \in Y\). The operator \(T : X^* \rightarrow Y\) defined by:

\[
T(x^*) = x^*(x)y,
\]

is a bounded one rank linear operator. Then, we write \(x \otimes y\) for \(T\). Such operators are called atoms, which are among the main ingredients in the theory of tensor products. Besides, the atoms are used in theory of best approximation in Banach spaces.

In what follow, we recall one of the most known results that we shall need in our investigation. This result was extensively utilized in many research papers, see [17–20].

**Lemma 2.1.** If the sum of two atoms is an atom, then either the first components are dependent or the second ones are dependent. In other words, if \(x_1 \otimes y_1 + x_2 \otimes y_2 = x_3 \otimes y_3\), then either \(x_1 = x_2 = x_3\).

3. Main Results

For \(n < \beta < n + 1\), the \(\beta\)-fractional derivatives of the function \(f : [0, \infty) \rightarrow \mathbb{R}\) was defined in [8] as

\[
D^\beta f(x) = \lim_{\epsilon \to 0} f^{[\beta]-1}(x + \epsilon x^{[\beta]-\alpha}) - f^{[\beta]-1}(x) \over \epsilon.
\]

This turned out to be equivalent to the following assertion:

\[
D^\beta (f(x)) = x^{[\beta]-\beta} f^{[\beta]}(x).\tag{3.1}
\]

It is worth mentioning that if \(f\) is \((n+1)\)-differentiable and \(n < \beta < n + 1\), then we have:

\[
D^\beta (f(x)) = x^{n+1-\alpha} f^{(n+1)}(x) = x^{n+1-\alpha} D^{n+1}f(x),
\]

for \(n < \beta < n + 1\). Now, if one lets \(1 < \beta < 2\), then \(\beta = 1 + \alpha\), where \(0 < \alpha < 1\). Hence, \(D^\beta f = D^{1+\alpha} f\). Similarly, if \(n < \beta < n + 1\), then \(\beta = n + \alpha\), where \(0 < \alpha < 1\), and so, \(D^\beta f = D^{n+\alpha} f\), for \(0 < \alpha < 1\).

**Proposition 3.1.** Let \(n < \beta < n + 1\) and \(\alpha = \beta - n\). Then we have:

\[
D^\beta f(x) = D^\alpha D^n f(x) = D^\alpha f^{(n)}(x) = x^{1-\alpha} f^{(n+1)}(x).
\]
Proof. To prove this result, it should be noted that

\[ D^\beta f(x) = D^{n+\alpha} f(x) \]
\[ = x^{(n+1)-\beta} f^{(n+1)}(x). \]

But, from identity (3.1), one can write:

\[ D^\beta f(x) = x^{(n+1)-(n+\alpha)} f^{(n+1)}(x) \]
\[ = x^{1-\alpha} f^{(n+1)}(x). \]

\[ \square \]

**Definition 3.1.** An equation of the form:

\[ a_n D^{n+\alpha} y + a_{n-1} D^{n-1+\alpha} y + \cdots + a_1 D^\alpha y + a_0 x^{1-\alpha} y = 0 \]  
(3.2)

is called an \( \alpha \)-fractional linear equation of order \( n \) with \( 0 < \alpha < 1 \).

In the following content, we state and prove the main result of this section, which would be about the general solution of an \( \alpha \)-fractional linear type equation.

**Theorem 3.1.** Let \( 0 < \alpha < 1 \) and

\[ a_n D^{n+\alpha} y + a_{n-1} D^{n-1+\alpha} y + \cdots + a_1 D^\alpha y + a_0 x^{1-\alpha} y = 0 \]  
(3.3)

be an \( \alpha \)-fractional linear type equation of order \( n \). Let \( r_0, r_1, r_2, \ldots, r_n, r_{n+1} \) be the roots of the equation

\[ a_{n+1} r^{n+1} + a_n r^n + \cdots + a_1 r + a_0 = 0. \]  
(3.5)

Then by assuming no repetition of the roots, the general solution of (3.3) has the form:

\[ y = c_0 y_0 + \cdots + c_n y_n + c_{n+1} y_{n+1}, \]

where \( y_k = e^{r_k x} \).

**Proof.** By Proposition 3.1, equation (3.2) can be written in the form:

\[ a_n D^\alpha (D^n y) + \cdots + a_1 D^\alpha y + a_0 x^{1-\alpha} y = 0. \]

This is just of the form:

\[ a_n x^{1-\alpha} y^{(n+1)} + \cdots + a_1 x^{1-\alpha} y + a_0 x^{1-\alpha} y = 0. \]  
(3.4)

Thus (3.3) becomes:

\[ a_{n+1} y^{(n+1)} + a_n y^{(n)} + \cdots + a_1 y + a_0 y = 0. \]

Actually, the above equation represents an ordinary linear differential equation. So, the associated characteristic equation is of the form:

\[ a_{n+1} r^{n+1} + a_n r^n + \cdots + a_1 r + a_0 = 0. \]  
(3.5)
Solving the above equation to get the roots $r_0, r_1, \cdots, r_n, r_{n+1}$. Consequently, if all the roots are distinct and real, then there are $(n+1)$ solutions that have the forms:

$$y_0 = e^{r_0 x}, \quad y_1 = e^{r_1 x}, \cdots, y_{n+1} = e^{r_{n+1} x}.$$ 

Therefore, the general solution of the $\alpha$-fractional linear type equation (3.3) is:

$$y_g = c_0 y_0 + \cdots + c_n y_n + c_{n+1} y_{n+1}.$$

\[ \square \]

**Remark 3.1.** If a root is repeated in 3.5, then as is known in the theory of ordinary differential equations, some of the solutions are multiplied by some factors.

4. Applications

In this part, we intend to provide a solution of a fractional ordinary differential equation, and the atomic solution of a fractional partial differential equation.

**Example 4.1.** Let us have the following fractional differential equation:

$$y^{(\frac{1}{2})} + 2y^{(\frac{1}{2})} - 3\sqrt{x}y = 0. \quad (4.1)$$

Hence, we have, $\alpha = \frac{1}{2}$ and $n = 1$. In other words, (3.4) becomes:

$$D^{\frac{1}{2}} y' + 2\sqrt{x}y' - 3\sqrt{x}y = 0.$$

So, we have:

$$\sqrt{x}y'' + 2\sqrt{x}y' - 3\sqrt{x}y = 0.$$

This is equivalent to say:

$$y'' + 2y' - 3y = 0. \quad (4.2)$$

The characteristic equation of (4.1) is then of the form:

$$r^2 + 2r - 3 = 0,$$

with the roots $r_1 = -3$ and $r_2 = 1$. Hence, we obtain:

$$y_g = c_1 e^{-3x} + c_2 e^x. \quad (4.3)$$

One can easily check that (4.3) is the general solution of (4.1).

In the following content, we aim to find the atomic solution of a certain fractional partial differential equation of order $\alpha > \frac{3}{2}$. 
Example 4.2. For $x > 0$ and $y > 0$, consider the following fractional partial differential equation:

$$D_x^{\frac{3}{2}} D_y^{\frac{3}{2}} u + D_x^{\frac{1}{2}} D_y^{\frac{1}{2}} u = \sqrt{xy} u, \quad (4.4)$$

with the following initial conditions

$$u(0,0) = 1, \quad \frac{\partial u}{\partial x}(0,0) = 1, \quad \frac{\partial u}{\partial y}(0,0) = 1. \quad (4.5)$$

If one wants to solve the above problem with the use of our proposed approach, we first assume:

$$U(x,y) = P(x)Q(y).$$

Now, conditions (4.5) yield the following condition on $P$ and $Q$:

$$P'(0) = P(0) = 1 \quad \text{and} \quad Q'(0) = Q(0) = 1. \quad (4.6)$$

This means:

$$P^{\frac{3}{2}}(x)Q^{\frac{3}{2}}(y) + P^{\frac{1}{2}}(x)Q^{\frac{1}{2}}(y) = \sqrt{xy} P(x)Q(y).$$

From the analysis of $D^{n+\alpha} u$, we get:

$$\sqrt{x} P''(x) \sqrt{y} Q''(y) + \sqrt{x} P'(x) \sqrt{y} Q'(y) = \sqrt{xy} P(x)Q(y).$$

Hence, we have:

$$P''(x)Q''(y) + P'(x)Q'(y) = P(x)Q(y). \quad (4.7)$$

With the use of Lemma 2.1, we have two cases:

**Case (a):** $P''(x) = P'(x) = P(x)$.

**Case (b):** $Q''(x) = Q'(x) = Q(x)$.

Now for Case (a), we have the following three situations:

1. $P''(x) = P'(x)$.
2. $P''(x) = P(x)$.
3. $P'(x) = P(x)$.

Observe that situation 1 can be solved to get $P(x) = c_1 + c_2 e^x$. But from conditions (4.6), we get $P(x) = e^x$. In the same regard, solving both situations 2 and 3 gives also the same solution $P(x) = e^x$. Now substituting this result in (4.5), we get:

$$e^x Q''(y) + e^x Q'(y) = e^x Q(y).$$

Immediately, we have:

$$Q''(y) + Q'(y) - Q(y) = 0.$$ 

So, we have $r^2 + r - 1 = 0$ with the roots $r_1 = \frac{-1 + \sqrt{5}}{2}$ and $r_2 = \frac{-1 - \sqrt{5}}{2}$. Now, from conditions (4.6), we get:

$$Q(y) = (1 + \sqrt{5}) e^{r_1 y} - \sqrt{5} e^{r_2 y}.$$
Therefore, our proposed atomic solutions has the form:

\[ U(x, y) = P(x)Q(y) = e^x((1 + \sqrt{5})e^{ny} - \sqrt{5}e^{\alpha^2 y}). \]

Since equation (4.6) is symmetric in \( P \) and \( Q \), then Case (b) gives the following atomic solution:

\[ U(x, y) = ((1 + \sqrt{5})e^{nx} - \sqrt{5}e^{\alpha^2 x})e^y. \]  \hspace{1cm} (4.8)

However, in order to see how the atomic solution (4.8) of equation (4.4) looks like, we plot such solution in Figure 4.2.

![Figure 1. The atomic solution (4.8) of equation (4.4).](image)

5. Conclusions

This paper has successfully introduced a new analytical method for handling the study of a class of \( \alpha \)-fractional (ordinary/partial) differential equations with fractional-order value greater than one via atomic solutions method. The theory of tensor product of Banach spaces coupled with some properties of atoms operators have been utilized for achieving such a notion.
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