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Abstract. We propose new approaches to the investigation of a reaction-diffusion model of fractional order

in which we apply the fractional derivative in the sense of the Caputo by contribution to time on the model

proposed by Nourddine Alaa in 2014, this study is based on the restoration of digital image such that a

digital result is given on a noisy image in which this model is found to be effective in eliminating noise.

1. Introduction

Fractional order calculus is a topic which provides a good tool to describe physical memory and heredity,

this topic has been applied to many fields such as flabby, oscillation, stochastic diffusion theory and wave

propagation, biological materials, control and robotics, quantum mechanics, where it has also become used

in the field of image processing. That field has become hot in recent years, and one of the topics recently

included in this field is image processing or digital image processing, the latter is has become an important

problem thanks to its wide importance in several fields and because this methode used to perform some

operations on the digital image to get an enhanced image and to recovery lost information from it, and in

this field we find a topic of The restoration of the image, which has become of interest to many researchers

and scientists, where we find in 2019 [ [11], [12]] S. Lecheheb, M. Maouni and H. Lakhal, they proved the

existence of the solution of a quasilinear equation and they give its application to image denoising and in the
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same year, they used a nonlinear eliptic model in image restoration. In 2013 [14] M. Maouni and Nouri, used

a new model based on p-gradient using to restore a digital image. Leheheb, Maouni and Lakhal, in 2021 [13],

they used a novel model combining the Perona-Malik equation and the heat equation in image restoration,

but the most problem in this topic that always arises in the form of question is how to treat the image while

preserving edges but the answer of this quesion is given in 1987 [16] by Perona-Malik in his model, which is

one of the first attempts to derive a model that incorporates local information from an image with in a partial

differential equations (PDEs), which the main reason for using (PDEs) in this domain is that it is possible

to analyse the image in continuous spaces. A nonlinear diffusion model, which they called’s anisotropic

diffusion was can ducted by Perona and Malik [16] in to reduce noise and enhance contrast while preserving

the edge, but the basic Perona-Malik [16] PDE model is ill-posed in the sens of Hadamard. From where the

idea of Catté, Lions, Morel and coll in 1992 [5] to integrate directly the regularisation into the equation by

convolving the image with the gaussian filter on the gradient of the noisy image to smooth the image first in

order to avoid the dependence of the numerical scheme between the solution and the regularization procedure

to make the problem well posed and they prove existence, uniqueness and regularity for the related model and

demonstrate experimentally that the related model gives similar results to the Perona-Malik equation [16].

In 2006 [15] Morfu proposed a model on the contrast enhancement and noise filtering where he combined

the nonlinear diffusion process ruled by Fisher equation, his model is given as follows

(1.1)

∂u
∂t − div(g(|Ou|)Ou) = f(u) in QT ,

u(0, x) = u0(x) in Ω,

∂u
∂υ = 0 on ΣT ,

with Ω is the domaine of the image, QT =]0, T [×Ω, ΣT =]0, T [×∂Ω, where T > 0, u0 is the original image

and f(s) = s(s− a)(1− s) with 0 < a < 1.

The model of Morfu [15] has two disadvantage, the first one is the sensitivity to noise and the second is

that no results of existence and consistency in proved. To overcome this problem, in 2014 [2] Alaa and

all combining the regulaisation procedure in Catté [5] and Morfu [15] model, they proposed to modify the

model of Morfu [15] by applying a gaussian filter on the gradient of the noisy image during the calculation

of coefficient of anisotropic diffusion, the authors we reable to demonstrate the existence and consistency of

the their proposed model, which is given by:

(1.2)

∂u
∂t − div(g(|Ouσ|)Ou) = f(t, x, u) in QT ,

u(0, x) = u0(x) in Ω,

∂u
∂υ = 0 on ΣT ,
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with Ω =]0, 1[×]0, 1[ the picture domain with boundary ∂Ω, with Neumann boundary conditions,u(t, x) is

the restored image and u0 is the original image to be processed. QT =]0, T [×Ω, ΣT =]0, T [×∂Ω, (T > 0),

σ > 0 and Gσ is the gaussian filter where:

Gσ(x) =
1√
2πσ

exp(−|x|
2

4σ
), x ∈ R2.

They consider the gradient norm of ω as:

|Oω| =
( i=2∑
i=1

(
∂ω

∂xi
)2

)1/2

,

Oωσ is the smoothed version of gradient norme where :

Oωσ = O(ω ∗Gσ) = ω ∗ OGσ. The diffusivity g is smooth decreasing function defined by

(1.3) g(0) = 1, lim
s−→∞

g(s) = 0,

one of the diffusivities Perona and Malik [16] proposed is:

g(s) =
d√

1 + η
(
s
λ

)2 ,
with η ≥ 0, d > 0 and λ is a parameter that separates forward and backward diffusion [20]. In 2016, Bassam

Al-Hamzah and Naji Yabari [4] proposed a new reaction-diffusion model in image processing, which they

proved the existence of global solution for the nonlinear reaction-diffusion model. this study deal with the

equation:

(1.4)

∂u
∂t − div(g(|Ouσ|)Ou) = f(t, x, u,∇u) in QT ,

u(0, x) = u0(x) ≥ 0 in Ω,

∂u
∂υ = 0 on ΣT ,

with Ω =]0, 1[×]0.1[, QT =]0, T [×Ω and ΣT =]0, T [×∂Ω.

The results f(t, x, u,∇u) and f = f(t, x, u) is a generalization of the work f = 0 presented by Catté [5], and

Alaa [2]. In 2018 Aaraba, Alaa, and Khalfi [1] provided the existence of global solution to a reaction-diffusion

generic system with application in image restoration and anhancement. This study is a generalization of

the work presented by [ [2], [5], [16]] in the case of reaction-diffusion equations. They give an example of

application demonstrated on a novel bio-inspired image restoration model [1]. In the same year, Alaa and

Zirhem [3], proposed a new model of nonlinear and anisotropic reaction diffudion system applied to image

restoration and to contrast enhancement. This Model is based on a system of partial differential equations

of type Fitzhugh-Nagumo. They compared the performance of their alghorithm with the classical Fizhugh-

Nagumo model.
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The aim of this work is to show how fractional order differential equations are used to restore a digital

image. It is afact to apply the fractional derivative in the sens of Caputo on the model the reaction-diffusion

proposed with Alaa and all in 2014 [2], the proposed model is as follows:

(1.5) C
0 Dαt u(t, x)− div(g(|Ouσ|)Ou) = f(t, x, u) in QT ,

with the conditions given by:

u(0, x) = u0 in Ω,

∂u

∂ν
= 0 in ΣT ,

with 0 < α < 1, QT =]0, T [×Ω and Ω =]0, 1[×]0, 1[ is the image domain with limit ∂Ω, u(t, x) is the solution

to the problem, u0 is the original image, ν is an outward normal to domain Ω. Let σ > 0, ∇uσ be a

regularization by convolution of Ou, ΣT =]0, T [×∂Ω, where (T > 0) and 0 < t < T , the diffusivity g check

the same properties provided by Alaa [2], which is given in the equation (1.3) and the function f(t, x, u) is

used to represent sources. C
0 Dαt u(t, x) is the fractional derivative in the Caputo sense of order α of u(t, x)

defined as [10]:

(1.6) C
0 Dαt u(t, x) =

1

Γ (1− α)

∫ t

0

∂

∂t
u(s, x)(t− s)−αds 0 < α < 1.

In this study, we need the following assumptions and properties:

(H1)- f : QT × R −→ R mesurable for (t, x) and continous for u.

(H2)- ∀(t, x) ∈ QT , f(t, x, 0) is a positive function.

(H3)- ∀u ∈ R and for all (t, x) ∈ QT , uf(t, x, u) is negative.

(H4)- Assumed that u(t, x) is differentiable in the sence of the gâteau
(
See [8], page 67

)
, so

C
0 Dαt u(t, x) = t1−α

∂u(t, x)

∂t
.

(H5)- Let B(t) = tα−1 and sup
0<t<T

| B(t) |≤ CB , where CB > 0 and 0 < α < 1.

The equation(1.5) is given as follows:

(1.7)

∂u
∂t −B(t)div(g(|Ouσ|)Ou) = B(t)f(t, x, u) in QT ,

u(0, x) = u0(x) in Ω,

∂u
∂υ = 0 in ΣT ,

In this case, we will recall some functional spaces that willbe used throughout this paper. ∀k ∈ N, Hk(Ω) is

the set of functions u defined in Ω such as u and its order Dmu derivatives where |m| =
∑j=1
n mj ≤ k are
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in L2(Ω). Hk(Ω) is Hilbert space with the norm

(1.8) ‖u‖Hk(Ω) =

( ∑
|m|≤k

∫
Ω

|Dmu|2dx
) 1

2

.

By setting (H1(Ω))′ the dual of H1(Ω).

Lp(0, T,Hk(Ω)) is the space of functions u such that, ∀ t ∈ (0, T ), u(t) belongs to Hk(Ω) with the norm

(1.9) ‖u‖Lp(0,T,Hk(Ω)) =

(∫ T

0

‖u(t)‖p
Hk(Ω)

dt

) 1
p

, 1 < p <∞, k ∈ N.

L∞(0, T, L2(Ω)) is the space of functions u such that, ∀ t ∈ (0, T ), u(t) belongs to L2(Ω) with the norm

(1.10) ‖u‖L∞(0,T,L2(Ω)) =

(
sup

0<t<T
‖u(t)‖2L2(Ω)

) 1
2

.

L∞(0, T, C∞(Ω)) is the space of funcions u such that, for all every t ∈ (0, T ), u(t) belongs to C∞(Ω) with

the norm

(1.11) ‖u‖L∞(0,T,C∞(Ω)) = inf{c, ‖u(t)‖C∞(Ω) ≤ C in (0, T )}.

this study is based on the existence of the solution for our model, we truncate the equation and show that it

can be solved in the sens of the Schauder fixed point theorem. Finally by making some estimations, we prove

that the solution of the approximate problem converge to the solution of the aour our problem. We state

this paper first by an introduction, then we give a definition of solution with the presentation of the most

important results of this work, followed by a description of the existence of the reaction diffusion equation

problem, finally we give a straightforward application of our result in the fractional reaction diffusion model

for image restoration.

2. The main result

First, we clearly state our definition of weak solution to the reaction-diffusion equation, we define the

folowing spaces:

X = {u in L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)), u(0, .) = u0}.

Z = {ϕ in C1(QT ), where ϕ(T, .) = 0}.

D = {u in C([0, T ];L2(Ω)) ∩ L2(0, T ;H1(Ω)}

Definition 2.1. Let u the weak solution of the problem (1.7) if

For all u ∈ X and ϕ ∈ Z with f(t, x, u) ∈ L1(QT )

(2.1)

∫
QT

−u∂ϕ
∂t
dxdt+

∫
QT

B(t)g(|Ouσ|)OuOϕdxdt =

∫
QT

B(t)f(t, x, u)ϕdxdt+

∫
Ω

u0ϕ(0, x)dx.
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Theorem 2.1. Under the assumption (H1)− (H5) and for all R ≥ 0,

(2.2) sup
|u|≤R

(
|f(t, x, u)|

)
∈ L1(QT ).

Then with fixed T > 0, σ > 0 and 0 < α < 1 and for any 0 ≤ u0 ∈ L2(Ω), the equation (2.1) admits a weak

positive solution. If moreover for all r ≥ 1, f(t, x, r) ≤ 0 and u0(x) ≤ 1, we have 0 ≤ u(t, x) ≤ 1 dans QT .

Proof of Theorem. The proof of Theorem(2.1) is done in four step:

Step1: The positivity of the solution. Let the function sign− defined as:

(2.3) sign−(r) =


−1 if r < 0,

0 if r ≥ 0.

We build a sequence of convex function jε(r) where j′ε(r) is bounded and for all r ∈ R, j′ε(r) converge to

sign−(r) when ε −→ 0.

We consider u the solution of (2.1), we multiply the equation by j′ε(u) and by integration on Qt =]0, t[×Ω

for t ∈ [0, T [ we get:∫
Qt

∂u

∂t
j′ε(u)dxds+

∫
Qt

B(t)g(|∇uσ|)∇u∇j′ε(u)dxds =

∫
Qt

B(t)f(s, x, u)j′ε(u)dxds,

we set A(t, x) = g(|∇uσ|) and with

‖∇uσ‖L∞(Qt) ≤ C0,

for the properties of g, we have a = g(C0) where C0 depend to σ and ‖u0‖L∞(Ω), such that

A(t, x) ≥ a ∀(t, x) ∈ QT .

∫
Ω

[jε(u(t))− jε(u(0))]dx+ a

∫
QT

B(t)|∇u|2j′′ε (u)dxdt ≤
∫
QT

B(t)f(t, x, u)j′ε(u)dxdt,

then ∫
Ω

jε(u(t))dx ≤ CB

∫
QT

f(t, x, u)j′ε(u)dxdt,

≤ CB

∫
[u<0]

f(t, x, u)j′ε(u)dxdt+ CB

∫
[u≥0]

f(t, x, u)j′ε(u)dxdt,

then

(2.4)

∫
Ω

jε(u(t)) ≤ CB
∫

[u<0]

f(t, x, u)j′ε(u)dxdt.

By crossing in the limit, when ε→ 0

(2.5)

∫
Ω

(u)−(t)dx ≤ −CB
∫

[u≤0]

f(t, x, u)dxdt,
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then (u)− ≥ 0, so (u)− = 0, hence u ≥ 0.

Then, we have to prove the following lemma:

Lemma 2.1. We consider u the weak solution of (2.1), and assume that 0 ≤ u0 ≤ 1 in Ω then 0 ≤ u ≤ 1

in QT .

Proof. In the previous results, we have obtained the positivity of the weak solution if the initial data is

positive, so, we assume that u0 ≤ 1 and prove that u ≤ 1.

We take ū = 1− u, where ∇ū = ∇u.

For all ū ∈ X and ϕ ∈ Z with f(t, x, 1− ū) ∈ L1(QT )

−
∫
QT

ū
∂ϕ

∂t
dxdt+

∫
QT

B(t)g(|Oūσ|)OūOϕdxdt =

∫
QT

B(t)f(t, x, 1− ū)ϕdxdt.

Let jε(r) a sequence of convex function, where j′ε(r) is bounded and ∀r ∈ R, j′ε(r)→ Sing−(r) when ε→ 0,

Let j′ε(ū) = ϕ∫
Qt

∂jε(ū)

∂t
dxds+

∫
Qt

B(t)g(|∇ūσ|)∇ū∇j′ε(ū)dxds =

∫
Qt

B(t)f(t, x, 1− ū)j′ε(ū)dxds,

∫
Ω

jε(ū(t))dx ≤ CB

∫
QT

f(t, x, 1− ū)j′ε(ū)dxdt,

≤ CB

∫
[ū<0]

f(t, x, 1− ū)j′ε(ū)dxdt+ CB

∫
[ū≥1]

f(t, x, 1− ū)j′ε(ū)dxdt,

pass to the limit when ε→ 0

(2.6) −
∫

Ω

(ū)−(t, x) ≤ CB
∫

[ū≥1]

f(t, x, 1− ū)j′ε(ū)dxdt.

Hence

(2.7)

∫
Ω

(ū)(t, x)dx ≥ 0,

hence (ū) ≥ 0, so u = 1− ū ≤ 1. �

Step2: Existence result for bounded nonlinearity. First, we will show the existence result for bounded

source term f .

Lemma 2.2. Under the above assumption of the nonlinearity f and (H5), if there exists Mf ≥ 0, for almost

(t, x) ∈ QT and every r ∈ R, we have

(2.8) |f(t, x, r)| ≤Mf ,

then for all u0 ∈ L2(Ω), the problem (2.1) admits a weak solution. Moreover, there exists C = C
(
Mf , a, T, ‖u‖L2(Ω)

)
where:

(2.9) ‖u(t)‖L∞(0,T ;L2(Ω)) + ‖u‖L2(0,T ;H1(Ω)) ≤ C.
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Proof. Firt, we introduce the space W (0, T ) to show the existence of a weak solution with the classical

Schauder fixed point theorem:

W (0, T ) = {v ∈ L2(0, T ;H1(Ω)) ∩ L∞(0, T ;L2(Ω)) :
∂v

∂t
∈ L2(0, T ; (H1(Ω))′)},

Let v ∈W (0, T ) and u be the solution of a linearization of problem (1.7) given by

• ∀u ∈ D and ∀ϕ ∈ Z

(2.10)

∫
QT

(
− u∂ϕ

∂t
+B(t)g(|Ovσ|)OuOϕ

)
dxdt =

∫
QT

B(t)f(t, x, v)ϕdxdt+

∫
Ω

u0ϕ(0, x)dx.

We take u as a test function ϕ in (2.10), with 0 < t < T

1

2

∫
Ω

u2(t)dx+

∫
QT

B(t)g(|Ovσ|)|Ou|2dxdt =

∫
QT

B(t)f(t, x, v)udxdt+
1

2

∫
Ω

u2
0dx.

with (3.1) and A(t, x) = g(|Ouσ|) ≥ a, ∀(t, x) ∈ QT

(2.11)

∫
Ω

u2(t)dx+ 2a

∫
QT

|B(t)||Ou|2dxdt ≤Mf

∫
QT

u2dxdt+

∫
Ω

u2
0dx,

using Gronwall lemma ∫
Ω

u2(t)dx ≤ ‖u0‖2L2(Ω)

(
exp(MfT )− 1

)
,

sup
0<t<T

∫
Ω

u2(t)dx ≤ C1,

then

(2.12) ‖u‖L∞(0,T,L2(Ω)) ≤ C1.

From (2.11), we have

2a

∫
QT

|B(t)||Ou|2dxdt+Mf

∫
QT

|u|2dxdt ≤
∫

Ω

|u(t)|2dx+

∫
Ω

u2
0dx

using (H5) we obtain that ∫
QT

|Ou|2dxdt+

∫
QT

|u|2dxdt ≤
‖u0‖2L2(Ω)

min(2a,Mf )
,

(2.13) ‖u‖L2(0,T,H1(Ω)) ≤ C2, C2 > 0.

From the previous estimates we introduce the space

W0(0, T ) = {v ∈ L2(0, T,H1(Ω))∩L∞(0, T, L2(Ω)) , v(0) = u0 and ‖u‖L2(0,T,H1(Ω)) +‖u‖L∞(0,T,L2(Ω)) ≤ C},

where C(Mf , T, a, ‖u0‖L2(Ω)).
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The space W0(0, T ) is nonemply closed convex in W (0, T ), moreover it injects with a compact way in

L2(0, T, L2(Ω)), we define the application

(2.14)
F : W0(0, T ) −→ W0(0, T )

w 7−→ F (w).

F is well defined, to apply the Schauder fixed point theorem, we have to show that the application F is weakly

continuous from W0(0, T ) in W0(0, T ) we consider a sequence vn ∈W0(0, T ) where vn ⇀ v in W0(0, T ) and

let un = f(vn). According to the classical result of compactness, we can extract from the sequence (un) a

subsequence yet denoted (un) such taht

• un ⇀ u weakly in L2(0, T ;L2(Ω)).

• un −→ u strongly in L2(0, T ;L2(Ω)) and almost every where in QT .

• Oun ⇀ Ou weakly in L2(0, T ;L2(Ω)).

• vn −→ v strongly in L2(0, T ;L2(Ω)) and almost every where in QT .

• OGσ ∗ vn −→ OGσ ∗ v strongly in L2(0, T ;L2(Ω)) and almost every where in QT .

• B(t)g(|OGσ ∗ vn|) −→ B(t)g(|OGσ ∗ v|) strongly in L2(0, T ;L2(Ω)).

• f(t, x, vn)→ f(t, x, v) strongly in L1(QT ) .

• B(t)f(t, x, v)→ B(t)f(t, x, v) strongly in L1(QT ).

The latter is obtained by applying the dominated convergence theorem. We can then pass to the limit,

then the sequene un = F (vn) converges weakly to u = F (v) in W0(0, T ), then we deduce the existence of

u ∈W0(0, T ) such that u = F (u) and thus the existence of u ∈W (0, T ). �

Step3: The truncated problem and a priori estimates. We consider the truncated function Ψn in

C∞c (R), such that 0 ≤ Ψn ≤ 1 and defined by:

(2.15) Ψn(r) =


1 if |r| ≤ n,

0 if |r| ≥ n+ 1.

We truncate the nonlinearity f by Ψn

fn(t, x, un) = Ψn(|u|)f(t, x, u),

thus, we can earily check that fn satisfies (H1)− (H3) with Mf = Mfn and for every (t, x) ∈ QT , ∀r ∈ R

fn(t, x, un)→ f(t, x, u),

since u0 ∈ L2(Ω) and |fn(t, x, un)| ≤ Mfn, so lemma (2.2) is applied, then we get the existence of a weak
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solution of the problem

(2.16)

∂un
∂t
−B(t)div(g(|O(unσ|)Oun) = B(t)fn(t, x, un) in QT ,

un(0, x) = un0
in Ω,

∂un

∂ν = 0 in ΣT .

Now, we are in the case to prove that a subsequence un converge to the weak solution u of the problem (1.7),

for this we have to prove that lemma:

Lemma 2.3. We consider un as sequence of weak solutions given in (2.1):

(i)

∫
QT

|fn(t, x, un)|dxdt ≤
∫

Ω

|un0|dx.

(ii) un is bounded in L2(0, T,H1(Ω)) and

∫
QT

|unfn(t, x, un)|dxdt ≤
∫

Ω

u2
n0dx

.

(iii) un is relatively compact in L2(QT ).

Proof. (i) We have:

∂un
∂t
−B(t)div(g(|O(unσ|)Oun) = B(t)fn(t, x, un),∫

QT

∂un
∂t

dxdt−
∫
QT

B(t)div(g(|O(unσ|)Oun)dxdt =

∫
QT

B(t)fn(t, x, un)dxdt,

(2.17)

∫
Ω

|un(t)|dx+ CB

∫
QT

|fn(t, x, un)|dxdt ≤
∫

Ω

|un0|dx,

(2.18)

∫
QT

|fn(t, x, un)|dxdt ≤
∫

Ω

|un0|dx.

(ii) First, we prove that un is bounded in L2(QT ), for this, we consider un as a test function ϕ in the

approximate problem

1

2

∫
QT

|un|2(t)dx+ CBa

∫
QT

|∇un|2dxdt ≤ CB
∫
QT

|un||f(t, x, un)|dxdt+
1

2

∫
Ω

|un0|2dx,

we have that CBa
∫
QT
|∇un|2dxdt ≥ 0 then

(2.19)

∫
QT

|unfn(t, x, un)|dxdt ≤ 1

2

∫
Ω

|un0|dx,

where

(2.20) sup
0<t<T

‖un(Ω)‖L2(Ω) ≤ ‖un0‖2L2(Ω).
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Let from the previous result

1

2

∫
Ω

u2
n(t)dx+ aCB

∫
QT

|∇un|2dxdt ≤
CB
2

∫
QT

u2
ndxdt+

(CB
2

+
1

2

) ∫
Ω

u2
n0,

min(aCB ,
CB
2

)

∫
QT

|∇un|2dxdt+

∫
QT

|un|2dxdt ≤
(
CB + 1

) ∫
Ω

u2
n0dx.

Setting C1 = min(aCB ,
CB

2 )

(2.21)

∫
QT

|∇un|2dxdt+

∫
QT

|un|2dxdt ≤ C2

∫
Ω

u2
n0dx,

(2.22) ‖un‖L2(0,T,H1(Ω)) ≤ C2‖un0‖2L2(Ω).

(iii) Let fn(t, x, un) bounded in L1(QT ) and ∂un

∂t bounded in L1(0, T, (H1(Ω))′), with Simon [19], un is

relatively compact in L2(QT ). �

Step4: Convergence. According to the previous result of Lemma (2.3), un is relatively compact in L2(QT ),

we can extract a subsequence still denoted un where:

• un ⇀ u weakly in L2(0, T ;L2(Ω)) and almost every where in QT .

• OGσ ∗ un −→ OGσ ∗ u strongly in L2(QT ) and almost every where in QT .

• B(t)g(|OGσ ∗ un|) −→ B(t)g(|OGσ ∗ u|) strongly in L2(QT ).

• f(t, x, vn) ⇀ f(t, x, v) for almost every where QT .

• B(t)f(t, x, v) ⇀ B(t)f(t, x, v) for almost every where in QT .

To prove that u is a weak solution of (1.7), it suffices to prove that fn(t, x, un)→ f(t, x, u) in L1(QT ), since

fn(t, x, un) ⇀ f(t, x, u) almost every where in QT . We will prove that fn(t, x, un) is uniformly integrable in

L1(QT ). For this we use the vitali theorem where:

∀ε > 0, ∃δ > 0, such that ∀E ⊂ QT measurable with |E| < δ we have:∫
E

|fn(t, x, un)| ≤ ε.

∀K ≥ 0: ∫
E

|fn(t, x, un)|dxdt ≤
∫

[E∩|un|≤K]

|fn(t, x, un)|dxdt+

∫
[E∩|un|>k]

|fn(t, x, un)|dxdt.

Where:

(2.23)

∫
[E∩|un|≤K]

|fn(t, x, un)|dxdt ≤
∫
E

sup
|un|≤K

|fn(t, x, un)|dxdt.

∫
E

|fn(t, x, un)|dxdt ≤
∫
E

sup
|un|≤K

|fn(t, x, un)|dxdt+

∫
[E∩|un|>k]

|fn(t, x, un)|dxdt,
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we have that sup
|un|≤K

|fn(t, x, un)| ∈ L1(QT ), ∀ε > 0, ∃δ > 0 such as |E| < δ then:

(2.24)

∫
E

sup
|un|≤K

|fn(t, x, u)|dxdt ≤ ε

2
.

We have |un| > K∫
[E∩|un|>K]

|fn(t, x, un)|dxdt ≤ 1

K

∫
QT

unfn(t, x, un)dxdt,

≤
∫
E

sup
|un|≤K

|fn(t, x, un)|dxdt+
1

K

∫
E∩|un|>K

|unfn(t, x, un)|dxdt,

≤ ε

2
+

1

K

∫
E

|unfn(t, x, un)|dxdt,

if K ≥
‖u‖22(Ω)

ε then

(2.25)

∫
[E∩|un|>K]

|fn(t, x, un)| ≤ ε

2
,

hence

(2.26)

∫
E

|fn(t, x, un)| ≤ ε.

3. The Application

If u(t, x) is differentiable in the sense of the gâteau, so C
0 Dαt u(t, x) = t1−α ∂u∂t , with 0 < α < 1. (See[ [8],

page 67]).

So the problem (1.5) became:

(3.1) t1−α
∂u

∂t
− div(g(|Ouσ|)Ou) =

2

Γ (2.3)
exp(x)(2− x)t1,3 − u(t, x)− 2 exp(x)t2,

with 0 < α < 1. The explicit finite difference approximation for (3.1) is

t1−α
un+1(i, j)− un(i, j)

dt
− div

(
g
(
|O(Gσ ∗ un(i, j))|, λn

)
Oun(i, j)

)
= (

2

Γ (2.3)
t−0.7 − 1)un(i, j)− 2 exp(i, j)t2,

with dt is the time step, 0 < t < T with T is the processing time and uni,j is the approximation of u(t, x) in

the pixel (i, j) in time ndt.

First of all, we consider an original image without noise then we apply the new model on a noisy image with

an additive gaussian noise.

Figure 1. Cameraman image without noise.
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We apply an additive Gaussian noise on the binary image (1) with variance σ = 0.09.

Figure 2. Noisy image with σ = 0.09.

Then, we apply the fractional model on the noisy image (2), where we set the parameters of the model

as follows:

we set the processing time T at 0.009, t = 0.001 and α = 0.7.

Figure 3. Restored image with proposed model.
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This fractional model can also be applied to the processing of color images.

Figure 4. Peppers image without noise.

Figure 5. Noisy image with σ = 0.09.

Figure 6. Restored image with proposed model.
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4. The conclusions

In the case of summary, we demonstrated the existence of a global weak solution of the proposed model.

Also, we proved that the truncated problem admits a weak solution according to Schauder fixed point the-

orem. For the nonlinear function satisfying suitable conditions, we established the equi-integrability and we

derived a compactness result to be able to pass to the limit to get the desired result. To show the importance

of the obtained result, a new application in the field of image restoration.

Conflicts of Interest: The author(s) declare that there are no conflicts of interest regarding the publication

of this paper.
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