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Abstract. In this paper we consider the probability density function (pdf) of the non-central X2 dis-
tribution with arbitrary number of degrees of freedom and non-centrality. For this function we find
the approximate location of the maximum and discuss related edge cases of 1 and 2 degrees of free-
dom. We also use this expression to demonstrate the improved performance of the C++ Boost's

implementation of the non-central %2 and extend the domain of its applicability.

1. Introduction

Properties of the non-central x? distribution were described before in literature [6-8]. However, the
topic of the mode of the non-central x? was significantly underrepresented. We would like to focus
on the mode specifically in this paper.

Let Xi,X5,..., X, be normally distributed random variables with unit variance and means
W1, B2, .o . The sum X2 + X2 + ... + X2 follows the non-central x2 distribution with k = n
degrees of freedom and non-centrality A = u? + w3 + ... + u2. The probability density function of this

distribution has a closed form expression:

1 x 22
fa() = 5007 % () 7 lea(VAX), (1.1)

where /,(x) is a modified Bessel function of the first kind.
We are interested in the value of x;0qe that maximizes fx x(x). Typical shapes of the pdf of the

non-central x? distribution are shown in Fig. 1.
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Figure 1. Non-central x? distributions and behavior of the mode.

When the number of degrees of freedom k is fixed, we can plot the dependency of the maximum

of the pdf as a function of the non-centrality parameter X, see Fig. 2.
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Figure 2. Mode of the non-central x? as a function of the non-centrality parameter
A

We observe that the bigger A is the better the mode appears to be approximated with a straight line.
The derivation of the line parameters together with the analysis of the edge cases of small number of

degrees of freedom, where the mode does not exist, constitute the main results of the paper.

2. Derivation

2.1. Master equation. In this section we obtain the transcendental equation (Eq. 2.2) that deter-
mines the mode of the non-central x2 distribution. We reduce it to the ordinary differential equation
(Eq. 2.5), where the non-centrality parameter X is the argument, and the number of degrees of free-
dom k is a parameter. Finally, we solve the ODE approximately with a Taylor expansion (Eq. 2.10)

and investigate edge cases of 1 and 2 degrees of freedom (Sec. 2.3).
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We start by setting the derivative of the density of the non-central x? (Eq. 2.1) to zero. This leads

us to the transcendental equation (Eq. 2.2) that determines the mode of the distribution:

_ leea (VAX)
T30 = 23 () —r+ﬁkz+vﬁhzwﬁ) , (2.1)
é%&AQ)ZO$VaQLﬂ¢%O:(x——;ﬂ@¥06&f (2.2)

We can eliminate the derivative in Eq. 2.2 by using the differential equation for the modified Bessel
function [1, Eq. 10.25.1]:

d2

o D106 = (2 + ) lar(t) =0 (23)

2
t
dt”

IL(t)+t

To make use of Eq. 2.3, we need the expression for /7 ,, therefore, we differentiate Eq. 2.2 by .
2

Since the mode depends on the non-centrality A, we should remember that x = x(\), thus 9 w=x"

The resulting expression for /%, is as follows:
=

W

WG%JWqux—Q/AJ*H- s (V). (2.4)

We substitute /., (Eq. 2.2) and /%, (Eq. 2.4) into the differential equation for the modified Bessel
function (Eq. 2.32). We then use thezproperty [1, Eq. 10.29.4] to decrease the order of the derivatives
of the modified Bessel functions. Assuming that the Bessel function itself is non-zero at the mode, we
arrive to the following differential equation for the mode as a function of the non-centrality parameter
A

M((X—k—=A+4) +x(x—k—=XA+2)=0. (2.5)

2.2. Approximate solution. We observed that the linear approximation works better with growing
A, thus we introduce the asymptotic parameter t = § << 1 to build the expansion. We expect the
solution to be linear in A, however the asymptotic expansion of x(t) = Co 4+ C1t + ... won't provide

us with a solution linear in X. Therefore, we reparametrize x(t) with a new function y(t) = tx(t):

k
t=— 2.6
>\' ( )

y(t) = tx(t) . (2.7)
We obtain the following equation after the reparametrization:

—(t—y)y—kt—k+4t)+y(y —kt —k+2t)=0. (2.8)

To solve Eq. 2.8, we expand y(t) into the Taylor series by the scale parameter t = ; We would like

to find the linear solution and one extra term that estimates the error. Thus, we cut the series at



4 Int. J. Anal. Appl. (2022), 20:19

the third power of t in order to account for the derivative. After solving algebraic equations for the

coefficients near each power of t, we arrive to the resulting approximate expression for the mode:

y(t) = Co + C1t + Cot? + C3t> + O(t*) , (2.9)
k—3

Co=k, Ci=k-3 Co=-—— 2.1

0 : 1 3, G P (2.10)
k-3 k?

Xmode = A+ K =3+ —= +O<>\2> . (2.11)

We plot the linear approximation Eq. 2.11 together with the precise numerical solution Fig. 2 in order

to verify the approximation is correct, see Fig. 3.
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Figure 3. Linear approximation to the mode of the non-central x? compared to the

more precise numerical solution as a function of the non-centrality parameter A.

2.3. Small number of degrees of freedom.

2.3.1. Case k < 2. The asymptotic behavior of the modified Bessel function at x — 0 [1, Eq. 10.30.1]
shows that the pdf of the non-central x2 diverges thus it doesn’t have a mode:
X2 5 (x) = — e (@)H, X 0. (2.12)
' 2|_( ) (2 (2 ) 2
2.3.2. Case k = 2. In this case, the pdf at x = 0 is finite. If the derivative at x = 0 is positive, then
the maximum is not there. The expression for the derivative (Eq. 2.13) and its asymptotic behavior

at x — 0 (Eq. 2.14) are shown below:

dixkx() 1Xd>\(X) —H@M], (2.13)
) 3800 |14 5] xo0, (214)

We observe that when X > 2, the pdf of the non-central x? doesn't have its maximum at x = 0. In
the region A < 2, the asymptotic scale t = ; > 1, hence our approximation is inapplicable in this

region and we refrain from analysing it.
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3. Application

There exist a number of numerical procedures for finding the mode of a distribution [2, Ch. 10].
Some of them require the search region to be specified.

For example, the widely used C++ library Boost [3] identifies the search region based on an initial
guess for the mode xg. Boost iteratively checks regions of the form [xp/2, 2x0], [x0/22, 2°x0], etc.
When the value of the pdf at both ends of the region becomes smaller than the value at the initial
guess point xg, the algorithm initiates the search for the maximum inside of the region.

At the time of writing, Boost used xg = k + 1 as the initial guess. We already know, based on the
approximate solution (Eq. 2.11), that the chosen guess will undershoot at large non-centrality values
A. Let's estimate A above which the method will require the second iteration for the region to cover
the mode. For this we compare the linear estimate for the location of the mode (Eq. 2.11) to the

initial guess xg used by Boost:

k+A—3>2-(k+1), (3.1)
A>k+5. (3.2)

With Eq. 3.2, for any number of d.o.f. k we are able to specify the threshold o, defined by A = ak,
at which the original initial guess starts undershooting:

a> % b1 (3.3)
We see that large k corresponds to small thresholds a. The most conservative estimate for the
threshold would be at the smallest k possible: kK = 2. Thus, o = 3.5 is the threshold that approximately
works for k = 2 and is the overestimated threshold for bigger values of k.

The threshold a (Eq. 3.3) is closely related to the asymptotic scale t (Eq. 2.6) that we used for
finding the approximate solution, specifically: t = § = é For example, the conservative threshold
a = 3.5 corresponds to the asymptotic scale t =~ 0.25 < 1. It means that the region where the
original guess of Boost undershoots, is, at the same time, the region where our approximate solution
for the mode becomes applicable and can be used as a corrected initial guess. However, the fact that
we use the conservative threshold may lead to the situation where the original method has already

started undershooting but X is not yet big enough to turn on the corrected regime.

3.1. Dependency on X. We fix the threshold to the conservative value § = 0.25. We then plot
the dependency of the run time on the non-centrality A for a set of d.o.f. k: 2, 15, 50, see Fig. 4.
For benchmarking we use the Google benchmark library [4]. The benchmarking script itself became a
part of the Boost.Math [5]. Using this script we measure the run time 100 times and use the mean
as a central value. The error bar is computed as a standard deviation. We add noise with standard
deviation 0 = 107 to parameters k and X\ to avoid caching effects. The vertical line on the plots

shows the threshold where the original initial guess for smaller A is switched to the corrected value at
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bigger X. Therefore, we expect that both lines coincide below the threshold and the improved solution
would lie lower above the threshold. One can notice missing values on the curve representing the
original initial guess. The reason for this is the numerical instability of the algorithm in Boost, that

has been resolved after we corrected the initial guess.
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Figure 4. Run time as a function of the non-centrality A for d.o.f. k = 2 (4a), k =
15 (4b), k = 50 (4c). Vertical line shows the threshold at which the corrected

expression replaces the original initial guess.

3.2. Dependency on d.o.f. (k). In the set of plots in Fig. 5, we fix the asymptotic scale to values
§ = 0.25,0.15, 0.05 and investigate the dependency of the run time on the number of d.o.f. Since
the threshold is fixed, the difference in the run time is caused by the actual position where the original
initial guess starts to undershoot, the non-conservative threshold. The farther the fixed threshold
is from the non-conservative threshold, the more significant the effect of undershooting at the test
point will be. Therefore, we expect the difference in the run time to grow with number of d.o.f, as
follows from Eq. 3.3. For each value of the asymptotic scale, in addition to the full plot, we also
show a zoomed version that shows the region where both original and improved methods were able to

converge (Fig. 5).

4. Conclusion

In this paper we present an approximate expression for the mode of the non-central x? distribution:
Xmode =~ k+X—3, where k is the number of degrees of freedom and X is the non-centrality parameter.
The approximation is based on an asymptotic expansion and is valid in the region where the scale
parameter § << 1 and where the mode exists kK > 2. The approximate formula can be used as
the initial guess for iterative procedures searching for a precise solution. Run time performance and
the domain of applicability of the Boost implementation of the mode search was improved using the

presented approximate expression. The improvement became a part of the Boost.Math library [5].
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Figure 5. Run time as a function of the number of d.o.f. (k) for the asymptotic scale
values § = 0.25 (5a), § = 0.15 (5b), § = 0.05 (5c). The upper plot in each pair
shows the zoomed version, focused on the region where both original and improved

methods were able to converge.
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