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Abstract. We propose a mathematical model for the Zika virus (ZIKV) spread under the influence of a seasonal environ-

ment. The basic reproduction number R0 was calculated for both cases, the fixed and seasonal environment permitting

the characterisation of the extinction and the persistence of the disease for both cases. We proved that the virus-free

steady state is globally asymptotically stable if R0 ≤ 1, while the disease will be persist if R0 > 1. Finally, extensive

numerical simulations are given to confirm the theoretical findings.

1. Introduction

Infectious diseases are communicable diseases. They are transmitted either directly from one

person to another as is the case for the flu, measles or diphtheria. among others; either through

a vector such as the mosquito for chikungunya or malaria, the tick for Lyme disease, etc. ; either

through the environment passing through for example through food or water for salmonellosis or

cholera. Many pathogens are present and circulate simultaneously in populations and are there-

fore likely to interact both with their environment and with each other. These interactions occur at

different levels, from the population to the host scale, and are likely to affect the epidemiological

dynamics of the pathogens concerned or the diseases they cause. The interactions studied in this

thesis work are intra-host interactions only [1]. The Zika virus is a Flavivirus, of the Flaviviridae

family, like the West Nile virus, those of yellow fever and dengue. The Zika virus is transmitted

primarily by mosquitoes of the Aedes genus. Aedes mosquitoes generally bite during the day. The

main vector of the Zika virus, Aedes aegypti, is found mainly in tropical and subtropical regions.

As for Aedes albopictus, it is present in more temperate zones, on all continents, with the exception

of Antarctica. Primates (humans and non-humans) constitute the reservoir of the virus [2]. In 70
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to 80% of cases, no symptoms are apparent. In others, symptoms are usually mild and last 2 to 7

days. They are mainly characterized by (low-grade) fever, joint pain, conjunctivitis and skin rashes.

Other symptoms include fatigue, muscle pain and headaches [3]. Rare cases of encephalopathy,

meningoencephalitis, myelitis, uveitis and severe thrombocytopenia have been reported. Neuro-

logical complications such as Guillain-Barré syndrome (GBS) have been documented in people

infected with the Zika virus. GBS is often triggered by a bacterial or viral infection. In the case

of the Zika virus, an unusual increase in GBS cases has been reported in countries affected by

the virus. Data currently suggests a causal link between Zika virus infection and GBS, with the

most likely hypothesis being that the virus is a trigger for GBS. A causal relationship has been

established between prenatal Zika virus infections and cases of microcephaly and other congenital

brain abnormalities [4]. Indeed, maternal-fetal transmission of the Zika virus is possible, and it

can cause adverse events in the fetus: fetal death in utero, microcephaly, malformations of the

brain, limbs and eyes. The World Health Organization (WHO) estimates that 5 to 15% of infants

born to mothers infected with the Zika virus during pregnancy may have complications related to

the virus. Birth defects can occur as a result of symptomatic or asymptomatic infection. The risk

is greater if the mother contracts the virus during the first trimester, but all trimesters are at risk.

Other complications include stillbirths and prematurity.

A mathematical model is the representation of an object, a system, a phenomenon, a theory

through mathematical language. This representation is necessarily a simplification of reality,

based on a set of hypotheses. Depending on the objective sought when constructing the model,

the hypotheses will not be the same and the way of representing the same object will be different.

For example, a plastic bottle will not be represented in the same way in models seeking to study

its resistance to changes in temperature. temperature, to optimize the production of a mineral

water company or to improve recycling processes. A model must be adapted to the question it

seeks to answer, neither too complex nor too simple. The formulation of hypotheses is therefore

essential in order to include all the aspects necessary for the study of the problem and to avoid any

redundancy or superfluity [5]. The role of a mathematical model is to represent an aspect of reality

in a correct manner as simply as possible, according to the principle of parsimony. In the case of the

study of infectious diseases, the primary objective is often to describe the mode of transmission of

the pathogen or disease considered, based on surveillance data to try to understand the biological

mechanisms at play [5]. Once a model can adequately reproduce the data already available, it can

potentially be used for prediction or evaluation of public health measures. In a compartmental

model, the population is distributed into different compartments according to the infectious status

of the individuals. This infectious status is the only characteristic allowing individuals to be

discriminated: within a compartment they are indistinguishable from each other. The dynamics

of this type of model is generally governed by a set of equations differentials. Several researchers

worked on some mathematical models for several infectious diseases [6–10]. In particular, the

modeling of the behavior of Zika virus was considered in several works [11, 12].
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Note that seasonality in infectious is very repetitive [13]. In particular, each year with the

return of cold weather, infectious diseases spread among the population. Although they are

often temporary and harmless, they can nevertheless be much more serious, particularly in the

weakest people. Several works modeling the infectious diseases that reflect the seasonality were

considered [14–16]. The basic reproduction number is expressed either using the time-averaged

system (autonomous) as in [17,18] or other definition as in [10,19,20]. In [21–26], several epidemic

models were considered under the influence of seasonality. We aim in this paper to study the

impact of seasonality on the dynamics of ZIKV. The basic reproduction number is expressed as

the spectral radius of a linear integral operator. We analysed the global stability of the disease-free

solution where we proved that it is globally asymptotically stable if R0 < 1. However, R0 > 1, we

proved that the dynamics is persistent. We validate the theoretical results trough several numerical

tests.

The rest of this article is organized as follows. In Section 2, we discuss the bilinear ZIKV model

influenced by the seasonality. In Section 3, we consider on the case of fixed environment, and

we calculated R0 and we studied the global analysis of both, the disease-free and the endemic

equilibrium points. However, in section 6, we focus on the stability of virus-free periodic solution

and the persistence of the disease for the case of seasonal environment. We give several numerical

test confirming the theoretical results. Finally, in section 7, we give some concluding remarks.

2. Mathematical model for Zika virus dynamics in a seasonal environment

The virus is spread as follows. Mosquitoes contract the virus by biting human infected with it.

They the transmission of the virus increases by biting an uninfected human [27]. The mathematical

model for Zika virus spread that we proposed here is a compartmental one. Therefore, the model

is given by the fifth dimensional system of differential equations hereafter.

Ṡh(t) = Sh
in(t) − ρh(t)Iv(t)Sh(t) − dh(t)Sh(t),

İh(t) = ρh(t)Iv(t)Sh(t) − (rh(t) + dh(t))Ih(t),
Ṙh(t) = rh(t)Ih(t) − dh(t)Rh(t),
Ṡv(t) = Sv

in(t) − ρv(t)Ih(t)Sv(t) − dv(t)Sv(t),
İv(t) = ρv(t)Ih(t)Sv(t) − dv(t)Iv(t).

(2.1)

Sh, Ih and Rh describe the susceptible, infected and recovered in the human population, respec-

tively. Sv and Iv describe, respectively, the susceptible and infected in the mosquito population.

More details concerning the significance of the model parameters are given in Table 1.
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Notation Definition

Sh
in Periodic recruitment rate of human population

Sv
in Periodic recruitment rate of mosquito population

ρh Periodic contact rate between Iv and Sh

ρv Periodic contact rate between Ih and Sv

dh Periodic natural death rate of human population

dv Periodic natural death rate of mosquito population

rh Periodic natural recovery rate of symptomatic infective human population
Table 1. Parameters and variables of system (6.1).

The model parameters satisfy the following assumption:

Assumption 2.1. The functions Sh
in(t), Sv

in(t), ρh(t), ρv(t), dh(t), dv(t), and rh(t) are non-negative
continuous bounded and T-periodic.

3. Case of fixed environment

By considering fixed parameters for the model (2.1), we obtain a simple mathematical model

equivalent to the ones given in [28–30].

Ṡh = Sh
in − ρhIvSh − dhSh,

İh = ρhIvSh − (rh + dh)Ih,

Ṙh = rhIh − dhRh,

Ṡv = Sv
in − ρvIhSv − dvSv,

İv = ρvIhSv − dvIv.

(3.1)

We aim in section to study firstly the behavior of the model (3.1). We start by giving some basic

classic properties.

3.1. Basic properties. The variables of the model (3.1) remain positive and bounded and the

system is conservative.

Lemma 3.1.

Γ =

(Sh, Ih, Rh, Sv, Iv) ∈ R5
+ : Nh =

Sh
in

dh
, Nv =

Sv
in

dv


is a positively invariant attractor of all solutions of system (3.1) where Nh = Sh + Ih +Rh and Nv = Sv + Iv

are the total population sizes of human and mosquitoes, respectively.
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Proof. We have

Ṡh |Sh=0 = Sh
in > 0,

İh |Ih=0 = ρhIvSh ≥ 0,

Ṙh |Rh=0 = rhIh ≥ 0,

Ṡv |Sv=0 = Sv
in > 0,

İv |Iv=0 = ρvIhSv ≥ 0.

Thus one can deduce that the closed non-negative cone R5
+ is positively invariant by system (3.1).

From Eqs. (3.1) we get Ṅh = Sh
in − dhNh. Hence Nh =

Sh
in

dh
if Nh(0) =

Sh
in

dh
. Similarly, Ṅv = Sv

in − dvNv.

Hence Nv =
Sv

in

dv
if Nv(0) =

Sv
in

dv
. �

3.2. Steady states: Existence and uniqueness. The next-generation matrix method introduced

by Diekmann [31, 32]. In compartmental models describing the infectious diseases transmis-

sion, this method is used to derive the basic reproduction number. In our case, by consid-

ering F =


0 ρh

Sh
in

dh

ρv
Sv

in

dv
0

 and V =

 rh + dh 0

0 dv

, we obtain the next generation matrix

FV−1 =


0

ρhSh
in

dvdh
ρvSv

in

dv(rh + dh)
0

 and then the basic reproduction number (spectral radius of FV−1)

for (3.1) is given by.

R0 = r(FV−1) =

√
ρhρvSh

inSv
in

d2
vdh(rh + dh)

.

Lemma 3.2. • If R0 ≤ 1, then model (3.1) has a trivial steady state E0.
• If R0 > 1, then model (3.1) has two steady states E0 and E∗.

Proof. Let E(Sh, Ih, Rh, Sv, Iv) be any steady state satisfying



0 = Sh
in − ρhIvSh − dhSh,

0 = ρhIvSh − (rh + dh)Ih,

0 = rhIh − dhRh,

0 = Sv
in − ρvIhSv − dvSv,

0 = ρvIhSv − dvIv.

(3.2)



6 Int. J. Anal. Appl. (2024), 22:71

which is equivalent to 

Sh =
Sh

in − (rh + dh)Ih

dh
=

Sh
in

dh
−
(rh + dh)

dh
Ih,

Rh =
rhIh

dh
,

Iv =
ρvIhSv

dv
=

Sv
in

dv

ρvIh

ρvIh + dv
,

Sv =
Sv

in

dv + ρvIh
.

(3.3)

From the second equation of system (3.2), we have

0 = ρhIvSh − (rh + dh)Ih

=
Sv

in

dv

ρhρvIh

ρvIh + dv

(Sh
in

dh
−
(rh + dh)

dh
Ih

)
− (rh + dh)Ih

(3.4)

If Ih = 0, then we get a steady state given by the ZIKV-free steady state

E0 =

Sh
in

dh
, 0, 0,

Sv
in

dv
, 0

. If Ih , 0, define the function

f (Ih) =
Sv

in

dv

ρhρv

ρvIh + dv

(Sh
in

dh
−
(rh + dh)

dh
Ih

)
− (rh + dh).

Then we obtain

lim
Ih→0+

f (Ih) =
Sv

in

dv

ρhρv

dv

Sh
in

dh
− (rh + dh)

= (rh + dh)(R
2
0 − 1) > 0 if R0 > 1.

Now, we have

f (
Sh

in

dh
) =

Sv
in

dv

ρhρv

ρv
Sh

in

dh
+ dv

(Sh
in

dh
−
(rh + dh)

dh

Sh
in

dh

)
− (rh + dh)

= −
Sv

in

dv

ρhρv

ρv
Sh

in

dh
+ dv

rh

dh

Sh
in

dh
− (rh + dh) < 0.

The derivative of the function f on (0,
Sh

in

dh
) is given by

f ′(Ih) = −
Sv

in

dv

ρhρ
2
v

(ρvIh + dv)2

(Sh
in

dh
−
(rh + dh)

dh
Ih

)
−

Sv
in

dv

ρhρv

ρvIh + dv

(rh + dh)

dh

≤ 0.
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Thus f is an decreasing function. Then the equation f (Ih) = 0 admits a unique solution Īh ∈ (0,
Sh

in

dh
).

Therefore, 

S̄h =
Sh

in

dh
−
(rh + dh)

dh
Īh,

R̄h =
rhĪh

dh
,

Īv =
Sv

in

dv

ρvĪh

ρvĪh + dv
,

S̄v =
Sv

in

dv + ρvĪh
,

(3.5)

and the infected steady state E∗ = (S̄h, Īh, R̄h, S̄v, Īv) exists only if R0 > 1. �

4. Local stability of steady states

TheR0 rate is important to determine the risk of a new pathogen causing an epidemic (impossible

if R0 < 1, possible if R0 > 1) and to estimate the final size of the epidemic, with or without control

measures.

Theorem 4.1. If R0 < 1 , then the trivial equilibrium point E0 is locally asymptotically stable.

Proof. The Jacobian matrix of system (3.1) at a point (Sh, Ih, Rh, Sv, Iv) is given by:

J =



−(ρhIv + dh) 0 0 0 −ρhSh

ρhIv −(rh + dh) 0 0 ρhSh

0 rh −dh 0 0

0 −ρvSv 0 −(ρvIh + dv) 0

0 ρvSv 0 ρvIh −dv


The Jacobian matrix evaluated at E0 is then given by:

J0 =



−dh 0 0 0 −ρh
Sh

in

dh

0 −(rh + dh) 0 0 ρh
Sh

in

dh
0 rh −dh 0 0

0 −ρv
Sv

in

dv
0 −dv 0

0 ρv
Sv

in

dv
0 0 −dv


J0 admits five eigenvalues. The first three eigenvalues are given by λ1 = λ2 = −dh < 0 and

λ3 = −dv < 0. The other two eigenvalues are those of the following sub-matrix

S0 :=


−(rh + dh) ρh

Sh
in

dh

ρv
Sv

in

dv
−dv


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where the trace is given by

Trace (S0) = −(rh + dh + dv) < 0

and the determinant is given by

Det (S0) = dv(rh + dh) − ρhρv
Sh

in

dh

Sv
in

dv
= dv(rh + dh)(1−R2

0).

Then all eigenvalues must have negative real parts once R0 < 1 and the trivial equilibrium point

E0 is then locally asymptotically stable once R0 < 1. �

Theorem 4.2. If R0 > 1, then the endemic equilibrium point E∗ = (S̄h, Īh, R̄h, S̄v, Īv) is locally asymptoti-
cally stable.

Proof. The Jacobian matrix at the endemic equilibrium E∗ = (S̄h, Īh, R̄h, S̄v, Īv) is given by:

J1 =



−(ρhĪv + dh) 0 0 0 −ρhS̄h

ρhĪv −(rh + dh) 0 0 ρhS̄h

0 rh −dh 0 0

0 −ρvS̄v 0 −(ρvĪh + dv) 0

0 ρvS̄v 0 ρvĪh −dv


.

The characteristic polynomial is then given by:

P(X) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

−(X + ρhĪv + dh) 0 0 0 −ρhS̄h

ρhĪv −(X + rh + dh) 0 0 ρhS̄h

0 rh −(X + dh) 0 0

0 −ρvS̄v 0 −(X + ρvĪh + dv) 0

0 ρvS̄v 0 ρvĪh −(X + dv)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

−(X + ρhĪv + dh) 0 0 0 −ρhS̄h

ρhĪv −(X + rh + dh) 0 0 ρhS̄h

0 rh −(X + dh) 0 0

0 −ρvS̄v 0 −(X + ρvĪh + dv) 0

0 0 0 −(X + dv) −(X + dv)

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= −(X + dv)

∣∣∣∣∣∣∣∣∣∣∣∣∣
−(X + ρhĪv + dh) 0 0 0

ρhĪv −(X + rh + dh) 0 0

0 rh −(X + dh) 0

0 −ρvS̄v 0 −(X + ρvĪh + dv)

∣∣∣∣∣∣∣∣∣∣∣∣∣
+(X + dv)

∣∣∣∣∣∣∣∣∣∣∣∣∣
−(X + ρhĪv + dh) 0 0 −ρhS̄h

ρhĪv −(X + rh + dh) 0 ρhS̄h

0 rh −(X + dh) 0

0 −ρvS̄v 0 0

∣∣∣∣∣∣∣∣∣∣∣∣∣
= −(X + dv)(X + dh)(X + ρvĪh + dv)(X + ρhĪv + dh)(X + rh + dh)
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−ρvS̄v(X + dv)(X + dh)

∣∣∣∣∣∣∣ −(X + ρhĪv + dh) −ρhS̄h

ρhĪv ρhS̄h

∣∣∣∣∣∣∣
= −(X + dv)(X + dh)

[
(X + ρvĪh + dv)(X + ρhĪv + dh)(X + Rh + dh) − ρvρhS̄hS̄v(X + dh)

]
.

Then λ1 = −dv < 0 and λ2 = −dh < 0 are two eigenvalues. The other three eigenvalues are the

roots of

Q(X) = (X + ρvĪh + dv)(X + ρhĪv + dh)(X + rh + dh) − ρvρhS̄hS̄v(X + dh)

= X3 + (ρvĪh + dv + ρhĪv + dh + rh + dh)X2

+ ((ρvĪh + dv + rh + dh)(ρhĪv + dh) + (ρvĪh + dv)(rh + dh) − ρvρhS̄hS̄v)X
(ρvĪh + dv) (ρhĪv + dh) (rh + dh) − dhρvρhS̄hS̄v

= X3 + a2X2 + a1X + a0

where

a2 = ρvĪh + dv + ρhĪv + dh + rh + dh > 0,

a1 = (ρvĪh + dv + rh + dh)(ρhĪv + dh) + (ρvĪh + dv)(rh + dh) − ρvρhS̄hS̄v,

a0 = (ρvĪh + dv)(ρhĪv + dh)(rh + dh) − dhρvρhS̄hS̄v.

Using the fact that rh + dh =
ρhĪvS̄h

Īh
, and dv =

ρvĪhS̄v

Īv
, we obtains

a1 ≥ (ρvĪh + dv)(ρhĪv + dh) + (rh + dh)(ρhĪv + dh) + ρhρvĪvS̄h > 0,

a0 = ρvρ2
hĪvS̄hS̄v + ρhρvĪvS̄h(ρhĪv + dh) > 0,

a2a1 − a0 =
(
ρvĪh + dv + ρhĪv + dh

)
(ρvĪh + dv)(ρhĪv + dh)

+
(
ρvĪh + dv + ρhĪv + dh + rh + dh

)
(rh + dh)(ρhĪv + dh)

+
(
ρvĪh + dv + ρhĪv + dh + rh + dh

)
(ρvĪh + dv)(rh + dh)

+ρhρvĪvS̄h(ρvĪh + dv + rh + dh)

−

(
ρvĪh + dv + ρhĪv + dh + rh

)
ρvρhS̄hS̄v

≥

(
ρvĪh + dv + ρhĪv + dh

)
(ρvĪh + dv)(ρhĪv + dh)

+
(
ρvĪh + dv + ρhĪv + dh + rh + dh

)
(rh + dh)(ρhĪv + dh)

+
(
ρvĪh + dv + ρhĪv + dh + rh + dh

)
ρvρhS̄hS̄v

−

(
ρvĪh + dv + ρhĪv + dh + rh

)
ρvρhS̄hS̄v

+ρhρvĪvS̄h(ρvĪh + dv + rh + dh)

=
(
ρvĪh + dv + ρhĪv + dh

)
(ρvĪh + dv)(ρhĪv + dh)

+
(
ρvĪh + dv + ρhĪv + dh + rh + dh

)
(rh + dh)(ρhĪv + dh) + dhρvρhS̄hS̄v

+ρhρvĪvS̄h(ρvĪh + dv + rh + dh)

> 0.
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Then the eigenvalues have negative real parts. Therefore, the equilibrium E∗ (exists if R0 > 1) is

locally asymptotically stable. �

5. Global properties of steady states

Theorem 5.1. By considering the dynamics (3.1), if R0 ≤ 1, then E0 is globally asymptotically stable.

Proof. Assume that R0 ≤ 1 and define the following Lyapunov function U0(Sh, Ih, Rh, Sv, Iv):

U0(Sh, Ih, Rh, Sv, Iv) =
dv

ρh
Ih +

Sh
in

dh
Iv.

Clearly, U0(Sh, Ih, Rh, Sv, Iv) > 0 for all Sh, Ih, Rh, Sv, Iv > 0 and U0

Sh
in

dh
, 0, 0,

Sv
in

dv
, 0

 = 0. The deriva-

tive of U0 with respect to time along system (3.1)is given by:

dU0

dt
=

dv

ρh

(
ρhIvSh − (rh + dh)Ih

)
+

Sh
in

dh

(
ρvIhSv − dvIv

)
≤

dv

ρh

(
ρhIv

Sh
in

dh
− (rh + dh)Ih

)
+

Sh
in

dh

(
ρvIh

Sv
in

dv
− dvIv

)
≤

dv

ρh

(
ρhIv

Sh
in

dh
− (rh + dh)Ih

)
+

Sh
in

dh

(
ρvIh

Sv
in

dv
− dvIv

)
≤

Sh
in

dh

Sv
in

dv
ρv −

dv

ρh
(rh + dh)

 Ih

≤
dv(rh + dh)

ρh

 Sh
inSv

inρhρv

dhd2
v(rh + dh)

− 1

 Ih

=
dv(rh + dh)

ρh
(R2

0 − 1)Ih.

(5.1)

If R0 ≤ 1, then
dU0

dt
≤ 0 for all Sh, Ih, Rh, Sv, Iv > 0. Let W0 =

{
(Sh, Ih, Rh, Sv, Iv) :

dU0

dt
= 0

}
. It can

be easily shown that W0 = {E0} . Applying LaSalle’s invariance principle [33] (see [34] for other

applications), we deduce that E0 is GAS when R0 ≤ 1. �

We use the same process as in [6] and we define the set

Ω =
{
(Sh, Ih, Rh, Sv, Iv) ∈ R5

+ : 0 < Sh ≤ S̄h, 0 < Ih ≤ Īh, 0 < Rh ≤ R̄h, 0 < Sv ≤ S̄v, 0 < Iv ≤ Īv
}

.

Theorem 5.2. If R0 > 1, then Ē = (S̄h, Īh, R̄h, S̄v, Īv) is globally asymptotically stable in Ω.

Proof. Consider the positive function defined by G(s) = s − 1 − ln s. Let the Lyapunov function

Ū(Sh, Ih, Rh, Sv, Iv) given by

Ū(Sh, Ih, Rh, Sv, Iv) =
1
ρhĪv

G
(

Sh

S̄h

)
+

Īh

ρhĪvS̄h
G

(
Ih

Īh

)
+

1
2
(Rh − R̄h)

2
+

1
ρvĪh

G
(

Sv

S̄v

)
+

1
ρvS̄v

G
(

Iv

Īv

)
.
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It is easy to see that Ū(Sh, Ih, Rh, Sv, Iv) > 0 for all Sh, Ih, Rh, Sv, Iv > 0 and Ū(S̄h, Īh, R̄h, S̄v, Īv) = 0.

Calculating
dŪ
dt

along the solutions of (3.1), we obtain

dŪ
dt

=
1

ρhĪvS̄h

(
1−

S̄h

Sh

) (
Sh

in − ρhIvSh − dhSh

)
+

1
ρhĪvS̄h

(
1−

Īh

Ih

)
(ρhIvSh − (rh + dh)Ih)

+(Rh − R̄h) (rhIh − dhRh) +
1

ρvĪhS̄v

(
1−

S̄v

Sv

) (
Sv

in − ρvIhSv − dvSv
)

+
1

ρvS̄vĪv

(
1−

Īv

Iv

)
(ρvIhSv − dvIv)

Applying the steady state conditions for Ē

Sh
in = ρhĪvS̄h + dhS̄h, (rh + dh)Īh = ρhĪvS̄h, Sv

in = ρvĪhS̄v + dvS̄v, dvĪv = ρvĪhS̄v,

we get

dŪ
dt

=
1

ρhĪvS̄h

(
1−

S̄h

Sh

)
(ρhĪvS̄h + dhS̄h − ρhIvSh − dhSh)

+
1

ρhĪvS̄h

(
1−

Īh

Ih

)
(ρhIvSh − (rh + dh)Ih) + (Rh − R̄h) (rhIh − dhRh)

+
1

ρvĪhS̄v

(
1−

S̄v

Sv

)
(ρvĪhS̄v + dvS̄v − ρvIhSv − dvSv)

+
1

ρvS̄vĪv

(
1−

Īv

Iv

)
(ρvIhSv − dvIv)

= −
dh

ρhĪvS̄h

(Sh − S̄h)
2

Sh
+

1
ρhĪvS̄h

(
1−

S̄h

Sh

)
(ρhĪvS̄h − ρhIvSh)

+
1

ρhĪvS̄h

(
1−

Īh

Ih

)
(ρhIvSh − (rh + dh)Ih) + (Rh − R̄h) (rhIh − dhRh)

−
dv

ρvĪhS̄v

(Sv − S̄v)2

Sv
+

1
ρvĪhS̄v

(
1−

S̄v

Sv

)
(ρvĪhS̄v − ρvIhSv)

+
Īh

ρvĪhS̄vĪv

(
1−

Īv

Iv

)
(ρvIhSv − dvIv)

= −
dh

ρhĪvS̄h

(Sh − S̄h)
2

Sh
−

dv

ρvĪhS̄v

(Sv − S̄v)2

Sv
+

1
ĪvS̄h

(1−
S̄h

Sh
) (ĪvS̄h − IvSh)

+
1

ĪvS̄h

(
1−

Īh

Ih

) (
IvSh − ĪvS̄h

Ih

Īh

)
+ (Rh − R̄h) (rhIh − dhRh)

+
1

ĪhS̄v

(
1−

S̄v

Sv

)
(ĪhS̄v − IhSv) +

Īh

ĪhS̄vĪv

(
1−

Īv

Iv

) (
IhSv − ĪhS̄v

Iv

Īv

)
= −

dh

ρhĪvS̄h

(Sh − S̄h)
2

Sh
−

dv

ρvĪhS̄v

(Sv − S̄v)2

Sv
+

(
1−

S̄h

Sh

) (
1−

IvSh

ĪvS̄h

)
+

(
1−

Īh

Ih

) (
IvSh

ĪvS̄h
−

Ih

Īh

)
+ (Rh − R̄h)

rh(
Sh

in

dh
− Sh −Rh) − dhRh


+

(
1−

S̄v

Sv

) (
1−

IhSv

ĪhS̄v

)
+

Īh

Īv

(
1−

Īv

Iv

) (
IhSv

ĪhS̄v
−

Iv

Īv

)
= −

dh

ρhĪvS̄h

(Sh − S̄h)
2

Sh
−

dv

ρvĪhS̄v

(Sv − S̄v)2

Sv
+

(
1−

S̄h

Sh

) (
1−

IvSh

ĪvS̄h

)
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+

(
1−

Īh

Ih

) (
IvSh

ĪvS̄h
−

Ih

Īh

)
+ (Rh − R̄h)

(
rh(S̄h +

(rh + dh)

rh
R̄h − Sh −Rh) − dhRh

)
+

(
1−

S̄v

Sv

) (
1−

IhSv

ĪhS̄v

)
+

Īh

Īv

(
1−

Īv

Iv

) (
IhSv

ĪhS̄v
−

Iv

Īv

)
= −

dh

ρhĪvS̄h

(Sh − S̄h)
2

Sh
−

dv

ρvĪhS̄v

(Sv − S̄v)2

Sv
+

(
1−

S̄h

Sh

) (
1−

IvSh

ĪvS̄h

)
+

(
1−

Īh

Ih

) (
IvSh

ĪvS̄h
−

Ih

Īh

)
+ (Rh − R̄h) (rh(S̄h − Sh) + (rh + dh)(R̄h −Rh))

+

(
1−

S̄v

Sv

) (
1−

IhSv

ĪhS̄v

)
+

Īh

Īv

(
1−

Īv

Iv

) (
IhSv

ĪhS̄v
−

Iv

Īv

)
.

Therefore,
dŪ
dt
≤ 0 for all Sh, Ih, Rh, Sv, Iv ∈ Ω and

dŪ
dt

= 0 if and only if (Sh, Ih, Rh, Sv, Iv) =

(S̄h, Īh, R̄h, S̄v, Īv) = 0. By applying the LaSalle’s invariance principle [33], one can easily deduce

that Ē is globally stable (see [35–37] for other applications). �

5.1. Numerical examples. In this section, we adopted the numerical simulations validating an-

alytical findings for the case of fixed environment. The numerical values of ρh, ρv, dh, dv and rh

are considered in Table 2. In Figures 1-2, the calculated trajectories of dynamics (3.1) converge

Table 2. Used values for ρh, ρv, dh, dv and rh.

Parameter ρh ρv dh dv rh

Value 1.2 0.9 0.9 0.7 1.6

asymptotically to E∗ if R0 > 1. However, in Figures 3-4, the calculated trajectories of the dynamics

(3.1) converge to the disease-free steady state E0, then confirming the global asymptotic stability

of E0 if R0 ≤ 1. In Figures 2 and 4, different initial conditions were considered and for each one of

them, the solution converge to the same steady state.

Figure 1. Behavior of the dynamics (6.1) for Sh
in = 5 and Sv

in = 4 then R0 ≈ 4.4263 >

1.
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Figure 2. Behavior of the dynamics (6.1) for Sh
in = 5 and Sv

in = 4 then R0 ≈ 4.4263 >

1.

Figure 3. Behavior of the dynamics (6.1) for Sh
in = 0.75 and Sv

in = 0.6 then R0 ≈

0.6639 < 1.

Figure 4. Behavior of the dynamics (6.1) for Sh
in = 0.75 and Sv

in = 0.6 then R0 ≈

0.6639 < 1.
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6. Case of seasonal environment

Let return to the main dynamics (2.1) for a seasonal environment. Since recovered compartment

doesn’t affect any of the other compartments, we consider only the following reduced dynamics

Ṡh(t) = Sh
in(t) − ρh(t)Iv(t)Sh(t) − dh(t)Sh(t),

İh(t) = ρh(t)Iv(t)Sh(t) − (rh(t) + dh(t))Ih(t),
Ṙh(t) = rh(t)Ih(t) − dh(t)Rh(t),
Ṡv(t) = Sv

in(t) − ρv(t)Ih(t)Sv(t) − dv(t)Sv(t),
İv(t) = ρv(t)Ih(t)Sv(t) − dv(t)Iv(t).

(6.1)

For any continuous, positive T-periodic function g(t), we define gu = max
t∈[0,T)

g(t) and gl = min
t∈[0,T)

g(t).

6.1. Preliminary. Let A(t) to be a T-periodic m×m matrix continuous function that it is irreducible

and cooperative. Let βA(t) to be the fundamental matrix with positive entries, solution of

ẇ(t) = A(t)w(t). (6.2)

Let us denote the spectral radius of the matrix βA(T) by r(βA(T)). By using the Perron-Frobenius

theorem, one can define r(βA(T)) to be the principal eigenvalue of βA(T). According to [38], we

have:

Lemma 6.1. [38]. (6.2) admits a positive T-periodic function x(t) such that w(t) = x(t)eat with

a =
1
T

ln(r(βA(T))).

In order to define the disease-free periodic trajectory of model (6.1), let us consider the subsystem Ṡh(t) = Sh
in(t) − dh(t)Sh(t),

Ṡv(t) = Sv
in(t) − dv(t)Sv(t).

(6.3)

with the initial condition (Sh(0), Sv(0)) ∈ R2
+. The dynamics (6.3) has a unique T-periodic

trajectory (S̄h(t), S̄v(t)) such that S̄h(t) > 0 and S̄v(t) > 0. This solution is globally attractive in R2
+;

therefore, the dynamics (6.1) admits a unique disease-free periodic trajectory (S̄h(t), 0, 0, S̄v(t), 0).

Let us define σ(t) = min
t≥0

(µ(t), m(t)) and then we have

Proposition 6.1. The compact set

Σu =

(Sh, Ih, Rh, Sv, Iv) ∈ R5
+ / Sh + Ih + Rh ≤

Shu

in

dl
h

; Sv + Iv ≤
Svu

in

dl
v


is a positively invariant and attractor of trajectories of dynamics (6.1) with

lim
t→∞

Sh(t) + Ih(t) + Rh(t) − S̄h(t) = 0,

lim
t→∞

Sv(t) + Iv(t) − S̄v(t) = 0.
(6.4)
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Proof. Using the dynamics (6.1), we obtain

Ṡh(t) + İh(t) + Ṙh(t) = Sh
in(t) − dh(t)(Sh(t) + Ih(t) + Rh(t))

≤ Shu

in − dl
h(Sh(t) + Ih(t) + Rh(t))

≤ 0, if Sh(t) + Ih(t) + Rh(t) ≥
Shu

in

dl
h

,

(6.5)

and

Ṡv(t) + İv(t) = Sv
in(t) − dv(t)(Sv(t) + Iv(t))

≤ Svu

in − dl
v(Sv(t) + Iv(t))

≤ 0, if Sv(t) + Iv(t) ≥
Svu

in

dl
v

,

(6.6)

Let Y1(t) = Sh(t) + Ih(t) + Rh(t) and Y2(t) = Sv(t) + Iv(t). For x1(t) = Y1(t) − S̄h(t), t ≥ 0, it

follows that ẋ1(t) = −dh(t)x1(t), and thus lim
t→∞

x1(t) = lim
t→∞

(Y1(t) − S̄h(t)) = 0. By the same way,

let x2(t) = Y2(t) − S̄v(t), t ≥ 0, then ẋ2(t) ≤ −dv(t)x2(t), and thus lim
t→∞

x2(t) = lim
t→∞

(Y2(t) − S̄v(t)) =
0. �

In section 6.2, we aim to define the basic reproduction number; R0, the disease-free and then its

global stability for R0 ≤ 1. Later, in section 6.3, we aim to prove that compartments Ih(t) and Iv(t)
persists if R0 > 1.

6.2. Disease-free trajectory. By using the definition of R0 given by the theory in [20]. For

Y = (Ih, Iv, Rh, Sh, Sv), let

F (t, Y) =



ρh(t)Iv(t)Sh(t)
ρv(t)Ih(t)Sv(t)

0

0

0


, V−(t, Y) =



(rh(t) + dh(t))Ih(t)
dv(t)Iv(t)
dh(t)Rh(t)

ρh(t)Iv(t)Sh(t) + dh(t)Sh(t)
ρv(t)Ih(t)Sv(t) + dv(t)Sv(t)


, and V+(t, Y) =



0

0

rh(t)Ih(t)
Sh

in(t)
Sv

in(t)


. Our aim is to satisfy conditions (A1)–(A7) in [20, Section 1]. The dynamics (6.1) can

take the form hereafter:

Ẏ = F (t, Y) −V(t, Y) = F (t, Y) −V−(t, Y) +V+(t, Y). (6.7)

Thus, the first five conditions (A1)–(A5) are satisfied.

The dynamics (6.7) has a disease-free periodic solution Ȳ(t) = (0, 0, 0, S̄h(t), S̄v(t)). Let

f (t, Y(t)) = F (t, Y) −V−(t, Y) +V+(t, Y) and M(t) =

(
∂ fi(t, Ȳ(t))

∂Y j

)
3≤i, j≤5

where fi(t, Y(t)) and

Yi are the i-th components of f (t, Y(t)) and Y, respectively. A simple calculation give us
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M(t) =


−dh(t) 0 0

0 −dh(t) 0

0 0 −dv(t)

 and thus r(βM(T)) < 1. Therefore, the trajectory Ȳ(t) is linearly

asymptotically stable in Ωs =
{
(0, 0, 0, Sh, Sv) ∈ R5

+

}
. Therefore, the condition (A6) in [20, Section

1] is also fulfilled.

Let us define F(t) and V(t) to be two matrices defined by F(t) =
(
∂Fi(t, Ȳ(t))

∂Y j

)
1≤i, j≤3

and

V(t) =

(
∂Vi(t, Ȳ(t))

∂Y j

)
1≤i, j≤3

where Fi(t, Y) and Vi(t, Y) are the i-th components of F (t, Y) and

V(t, Y), respectively. A simple calculation by using (6.7) give us the expressions of matrices F(t)
and V(t) as the following:

F(t) ==

 0 ρh(t)S̄h(t)
ρv(t)S̄v(t) 0

 , V(t) =

 (rh(t) + dh(t)) 0

0 dv(t)

 .

Consider Z(t1, t2) to be the three by three matrix solution of the system
d
dt

Z(t1, t2) = −V(t1)Z(t1, t2)

for any t1 ≥ t2, with Z(t1, t1) = I3, i.e., the 3 × 3 identity matrix. Therefore, condition (A7) is also

fulfilled.

Denote by CT the ordered Banach space of T-periodic functions that are defined on R 7→ R2,

with the maximum norm ‖.‖∞ and the positive cone C+
T = {ψ ∈ CT : ψ(s) ≥ 0, for any s ∈ R}.

Consider the linear operator K : CT → CT given by

(Kφ)(ω) =
∫
∞

0
Z(ω,ω− z)F(ω− z)φ(ω− z)dz, ∀ω ∈ R,φ ∈ CT (6.8)

Therefore, the basic reproduction number, R0, of dynamics (6.1) is given by R0 = r(K).
Thus, the local stability of the disease-free periodic trajectory, E0(t) = (S̄h(t), 0, 0, S̄h(t), 0), of the

dynamics (6.1) with respect to R0 is given hereafter.

Theorem 6.1. [20, Theorem 2.2]

• R0 < 1 ⇔ r(βF−V(T)) < 1.
• R0 = 1 ⇔ r(βF−V(T)) = 1.
• R0 > 1 ⇔ r(βF−V(T)) > 1.

Then, E0(t) is asymptotically stable if R0 < 1, however, it is unstable if R0 > 1.

Theorem 6.2. E0(t) is globally asymptotically stable if R0 < 1. It is unstable if R0 > 1.

Proof. By Theorem 6.1, one has E0(t) is locally stable if R0 < 1 however it is unstable if R0 > 1.

Therefore, it remains to satisfy the global attractivity ofE0(t) onceR0 < 1. Using (6.4) in Proposition

6.1, for any m1 > 0, ∃ T1 > 0 such that Sh(t) + Ih(t) + Rh(t) ≤ S̄h(t) + m1 and Sv(t) + Iv(t) ≤
S̄v(t) + m1 for t > T1. Therefore, Sh(t) ≤ S̄h(t) + m1 and Sv(t) ≤ S̄v(t) + m1; and İh(t) ≤ ρh(t)Iv(t)(S̄h(t) + m1) − (rh(t) + dh(t))Ih(t),

İv(t) ≤ ρv(t)Ih(t)(S̄v(t) + m1) − dv(t)Iv(t),
(6.9)
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for t > T1. Let M2(t) be the two by two matrix function given hereafter

M2(t) =

 0 ρh(t)
ρv(t) 0

 . (6.10)

using the equivalences in Theorem 6.1, one has r(ϕF−V(T)) < 1. By choosing m1 > 0 satisfying

r(ϕF−V+m1M2(T)) < 1 and we consider the dynamics hereafter, ˙̄Ih(t) = ρh(t)Īv(t)(S̄h(t) + m1) − (rh(t) + dh(t))Īh(t),
˙̄Iv(t) = ρv(t)Īh(t)(S̄v(t) + m1) − dv(t)Īv(t).

(6.11)

Using Lemma 6.1, there exists a positive T-periodic function x1(t) such that w(t) ≤ x1(t)ea1t with

w(t) =

 Ih(t)
Iv(t)

 and a1 =
1
T

ln (r(ϕF−V+m1M2(T)) < 0. Thus, lim
t→∞

Ih(t) = 0 and lim
t→∞

Iv(t) = 0.

Furthermore, we have that lim
t→∞

Sh(t)− S̄h(t) = lim
t→∞

Z1(t)− Ih(t)−Rh(t)− S̄h(t) = 0 and lim
t→∞

Sv(t)−

S̄v(t) = lim
t→∞

Z2(t) − Iv(t) − S̄v(t) = 0. Then, we deduce that the disease-free periodic trajectory

E0(t) is globally attractive. �

6.3. Endemic trajectory . Note that the dynamics (6.1) admits Σu as an invariant compact set. Let

Y0 = (Sh(0), Ih(0), Rh(0), Sv(0), Iv(0)) and Y1 = (S̄h(0), 0, 0, S̄v(0), 0). Define P : R5
+ → R5

+ to be

the Poincaré map related to the dynamics (6.1) with Y0 7→ u(T, Y0), where u(t, Y0) is the unique

solution of dynamics (6.1) and initial condition u(0, Y0) = Y0
∈ R5

+. Let us define

Ω =
{
(Sh, Ih, Rh, Sv, Iv) ∈ R5

+

}
, Ω0 = Int(R5

+) and ∂Ω0 = Ω \Ω0.

Ω and Ω0 are both positively invariant. P is point dissipative. Define

M∂ =
{
(Y0) ∈ ∂Ω0 : Pk(Y0) ∈ ∂Ω0, for any k ≥ 0

}
.

By using the persistence theory given in [39] (also in [38, Theorem 2.3]), we have

M∂ =
{
(Sh, 0, 0, Sv, 0), Sh ≥ 0, Sv ≥ 0

}
. (6.12)

It is easy to see that M∂ ⊇
{
(Sh, 0, 0, Sv, 0), Sh ≥ 0, Sv ≥ 0

}
. To prove that M∂ \{

(Sh, 0, 0, Sv, 0), Sh ≥ 0, Sv ≥ 0
}

= ∅, consider (Y0) ∈ M∂ \
{
(Sh, 0, 0, Sv, 0), Sh ≥ 0, Sv ≥ 0

}
. If

Iv(0) = 0 and 0 < Ih(0), then Ih(t) > 0 for all t > 0. Then İv(t)|t=0 = ρv(0)Ih(0)S̄v(0) > 0.

If Iv(0) > 0 and Ih(0) = 0, then Iv(t) > 0 and Sh(t) > 0 for all t > 0. Thus, for all t > 0, we obtain

Ih(t) =
[
Ih(0) +

∫ t

0
(ρh(ω)Iv(ω)Sh(ω))e

∫ ω

0
(rh(z) + dh(z))dz

dω
]
e
−

∫ t

0
(rh(z) + dh(z))dz

> 0

for all t > 0. This means that Y(t) < ∂Ω0 for 0 < t � 1. Therefore, Ω0 is positively invariant from

which we deduce (6.12). Using the previous discussion, we deduce that there exists one fixed

point Y1 of P in M∂. We deduce, therefore, the uniform persistence of the disease as follows.
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Theorem 6.3. Assume that R0 > 1. The dynamics (6.1) admits at least one periodic solution such that
there exists ε > 0 that satisfies ∀ Y0 ∈ R+ × Int(R2

+) ×R+ × Int(R+) and

lim inf
t→∞

Ih(t) ≥ ε > 0, lim inf
t→∞

Iv(t) ≥ ε > 0.

Proof. We aim to prove that P is uniformly persistent with respect to (Ω0, ∂Ω0) which permits to

prove that the solution of the dynamics (6.1) is uniformly persistent with respect to (Ω0, ∂Ω0) by

using [39, Theorem 3.1.1]. From Theorem 6.1, we have r(ϕF−V(T)) > 1. Therefore, there exists

ξ > 0 such that r(ϕF−V−ξM2(T)) > 1. Define the system of equations: Ṡh
α(t) = Sh

in(t) − ρh(t)αSh
α(t) − dh(t)Sh

α(t),
Ṡv
α(t) = Sv

in(t) − ρv(t)αSv
α(t) − dv(t)Sv

α(t).
(6.13)

P associated with the dynamics (6.13) admits a unique fixed point (S̄h
α, S̄v

α) which is globally

attractive in R2
+. By using the implicit function theorem, α 7→ (S̄h

α, S̄v
α) is continuous. Thus, α > 0

can be chosen small enough such that S̄h
α(t) > S̄h(t) − ξ, and S̄v

α(t) > S̄v(t) − ξ, ∀ t > 0. Using the

continuity property of the solution with respect to the initial condition, ∃α∗ such that Y0 ∈ Ω0 with

‖Y0 − u(t, Y1)‖ ≤ α∗; then

‖u(t, Y0) − u(t, Y1)‖ < α for 0 ≤ t ≤ T.

We prove by contradiction that

lim sup
k→∞

d(Pk(Y0), Y1) ≥ α
∗
∀ Y0 ∈ Ω0. (6.14)

Suppose that lim sup
k→∞

d(Pk(Y0), Y1) < α
∗ for some Y0 ∈ Ω0. We can assume that d(Pk(Y0), Y1) < α∗

for all k > 0. Therefore

‖u(t,Pk(Y0)) − u(t, Y1)‖ < α ∀ k > 0 and 0 ≤ t ≤ T.

For t ≥ 0, let t = kT + t1, where t1 ∈ [0, T) and k = b
t
T
c . Therefore

‖u(t, Y0) − u(t, Y1)‖ = ‖u(t1,Pk(Y0)) − u(t1, Y1)‖ < α for all t ≥ 0.

Set (Sh(t), Ih(t), Rh(t), Sv(t), Iv(t)) = u(t, Y0). Therefore 0 ≤ Ih(t), Iv(t) ≤ α, t ≥ 0 and Ṡh(t) ≥ Sh
in(t) − ρh(t)αSh(t) − dh(t)Sh(t),

Ṡv(t) ≥ Sv
in(t) − ρv(t)αSv(t) − dv(t)Sv(t).

(6.15)

P applied to the dynamics (6.13) admits a fixed point (S̄h
α, S̄v

α) that it is globally attractive with

S̄h
α(t) > S̄h − ξ, and S̄v

α(t) > S̄v(t)− ξ; then, ∃ T2 > 0 such that Sh(t) > S̄h(t)− ξ and Sv(t) > S̄v(t)− ξ
for t > T2. Then, for t > T2, we have İh(t) ≥ ρh(t)Iv(t)(S̄h(t) − ξ) − (rh(t) + dh(t))Ih(t),

İv(t) ≥ ρv(t)Ih(t)(S̄v(t) − ξ) − dv(t)Iv(t).
(6.16)

Since r(ϕF−V−ξM2(T)) > 1, then by using Lemma 6.1, there exists a positive T-periodic function

x2(t) such that J(t) ≥ ea2tx2(t) where a2 =
1
T

ln r (ϕF−V−ξM2(T)) > 0, then lim
t→∞

Ih(t)(t) = ∞ which

contradicts the boundedness of the solution. Therefore, (6.14) is satisfied andP is weakly uniformly
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persistent with respect to (Ω0, ∂Ω0). By applying Proposition 6.1, P has a global attractor. We

deduce that Y1 is an isolated invariant set inside Ω and that Ws(Y1)∩Ω0 = ∅. All trajectories inside

M∂ converges to Y1 which is acyclic in M∂. Applying [39, Theorem 1.3.1 and Remark 1.3.1], we

deduce that P is uniformly persistent with respect to (Ω0, ∂Ω0). Moreover, by using [39, Theorem

1.3.6], P has a fixed point Ỹ0 = (S̃h, Ĩh, R̃h, S̃v, Ĩv) ∈ Ω0 with Ỹ0 ∈ R+ × Int(R2
+) ×R+ × Int(R+).

Suppose that S̃h = 0. From the first equation of the dynamics (6.1), S̃h(t) satisfies

˙̃Sh(t) = Sh
in(t) − ρh(t)Ĩv(t)S̃h(t) − dh(t)S̃h(t), (6.17)

where S̃h = S̃h(nT) = 0, n = 1, 2, 3, · · · . By using Proposition 6.1, ∀ m3 > 0, ∃ T3 > 0 such that

Ĩv(t) ≤ Svu

in + m3 for t > T3. Then, we obtain

˙̃Sh(t) ≥ Sh
in(t) − ρh(t)(Svu

in + m3)S̃h(t) − dh(t)S̃h(t), for t ≥ T3. (6.18)

∃ n̄ such that nT > T3 for all n > n̄. Therefore

S̃h(nT) ≥
[
S̃h(0) +

∫ nT

0
Sh

in(ω)e

∫ ω

0

(
ρh(s)(Svu

in + m3) + dh(s)
)
ds

dω
]
e
−

∫ nT

0

(
ρh(s)(Svu

in + m3) + dh(s)
)
ds

for all n > n̄ which contradicts the fact that S̃h(nT) = 0. Then, S̃h(0) > 0 and Ỹ0 is a positive

T-periodic solution of the dynamics (6.1). �

6.4. Numerical examples. In this subsection, we used some numerical example to validate theo-

retical findings. The periodic functions are given as follows
Sh

in(t) = Sh0
in (1 + Sh1

in cos(2π(t + φ))), Sv
in(t) = Sv0

in (1 + Sv1
in cos(2π(t + φ))),

ρh(t) = ρ0
h(1 + ρ1

v cos(2π(t + φ))), ρv(t) = ρ0
v(1 + ρ1

v cos(2π(t + φ))),

dh(t) = d0
h(1 + d1

h cos(2π(t + φ))), dv(t) = d0
v(1 + d1

v cos(2π(t + φ))),

rh(t) = r0
h(1 + r1

h cos(2π(t + φ))), ,

(6.19)

with |Sh1
in |, |S

v1
in |, |ρ

1
h|, |ρ

1
v|, |d1

h|, |d
1
v|, |r1

h| and |u1
| describe the seasonal cycles frequencies, however, φ

describes the phase shift. The numerical values of Sh0
in , Sv0

in , ρ0
h, ρ0

v, d0
h, d0

v, r0
h, u0, Sh1

in , Sv1
in , ρ1

h, ρ1
v, d1

h,

d1
v, r1

h and u1 are considered in Table 3.

Table 3. Used values for φ, ρ0
h, ρ0

v, d0
h, d0

v, r0
h, Sh1

in , Sv1
in , ρ1

h, ρ1
v, d1

h, d1
v and r1

h.

Parameter φ ρ0
h ρ0

v d0
h d0

v r0
h Sh1

in Sv1
in ρ1

h ρ1
v d1

h d1
v r1

h

Value 0 1.2 0.9 0.9 0.7 1.6 0.13 0.19 0.11 0.12 0.3 0.4 0.8

Two scenarios were consider here. The first one was allocated to the case where only the contact

rates are seasonal. The second case was allocated to the case where all parameters are periodic.

Let us start be the case where only the contact rates, ρh and ρv are seasonal functions reflecting

periodic contact between human and mosquito. We give the results of some numerical simula-

tions confirming the stability results for system (6.1). The approximation of the basic reproduction
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number R0 was performed using the time-averaged system. In Figures 6-5, the calculated tra-

jectories of the dynamics (6.1) converge asymptotically to the periodic solution corresponding to

the disease persistence if R0 > 1. In Figures 5 and 7, different initial conditions were considered

and for each one of them, the solution converge to the same periodic solution. In Figures 8 and

7, the calculated trajectories of the dynamics (6.1) converge to the disease-free periodic solution

E0(t) = (S∗(t), 0, 0, P∗(t)) for the case where R0 ≤ 1.

Figure 5. Behavior of the dynamics (6.1) for Sh0
in = 5 and Sv0

in = 4 thenR0 ≈ 4.4263 >

1.

Figure 6. Behavior of the dynamics (6.1) for Sh0
in = 5 and Sv0

in = 4 thenR0 ≈ 4.4263 >

1.



Int. J. Anal. Appl. (2024), 22:71 21

Figure 7. Behavior of the dynamics (6.1) for Sh0
in = 0.75 and Sv0

in = 0.6 then R0 ≈

0.6639 < 1.

Figure 8. Behavior of the dynamics (6.1) for Sh0
in = 0.75 and Sv0

in = 0.6 then R0 ≈

0.6639 < 1.

In the second part, we performed numerical simulations for the system (6.1) where all parameters

were set as T-periodic functions. The basic reproduction number R0 was agian approximated by

using the time-averaged system. In Figures 10-9, the calculated trajectories of the dynamics

(6.1) converge asymptotically to the periodic solution corresponding to the disease persistence if

R0 > 1. In Figures 9 and 11, different initial conditions were considered and for each one of them,

the solution converge to the same periodic solution. In Figures 12 and 11, the calculated trajectories

of the dynamics (6.1) converge to the disease-free periodic solution E0(t) = (S∗(t), 0, 0, P∗(t)) for

the case where R0 ≤ 1.
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Figure 9. Behavior of the dynamics (6.1) for Sh0
in = 5 and Sv0

in = 4 thenR0 ≈ 4.4263 >

1.

Figure 10. Behavior of the dynamics (6.1) for Sh0
in = 5 and Sv0

in = 4 then R0 ≈

4.4263 > 1.

Figure 11. Behavior of the dynamics (6.1) for Sh0
in = 0.75 and Sv0

in = 0.6 then R0 ≈

0.6639 < 1.
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Figure 12. Behavior of the dynamics (6.1) for Sh0
in = 0.75 and Sv0

in = 0.6 then R0 ≈

0.6639 < 1.

7. Conclusions

In this paper, we studied a mathematical model for Zika virus dynamics when influenced by the

seasonality. In the first step, we studied the autonomous system. The basic reproduction number

was calculated and the equilibria of the dynamics were identified and characterised. In the second

step, we studied on the non-autonomous dynamics and we defined the basic reproduction number,

R0 by using a linear integral operator. It is deduced that if R0 ≤ 1, all solution of the dynamics

converge to the disease-free periodic trajectory and that the disease persists if R0 > 1. Both

cases were performed by some numerical tests confirming the theoretical results highlighting the

seasonality influence on the dynamics.
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