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Abstract. In this article, a novel generalized model of the nonlinear fractional integro-reaction-diffusion equation

(NFIRDE) with spatiotemporal variable-order (SVO) is introduced, where the variable order derivatives are equipped

with the Atangana–Baleanu–Caputo (ABC) sense. This model represents a great generalization of a significant type

of NFIRDE and their applications. Moreover, A novel, efficient and fully spectral shifted Legendre tau technique

is developed to solve the proposed model. Despite the difficulty of applying this mechanism to solve this type of

equations, due to the presence of nonlinear terms and the SVO functions that appear in the traditional differential and

integral operational matrices. We deduce some new operational matrices that play the fundamental role in facilitating

the implementation of the tau method. These operational matrices represent the SVO ABC-derivative, the integro

term within the model, as well as the vector multiplications with the space-time Kronecker product. As a result, the

proposed model is restructured into a system of nonlinear algebraic equations, which simplifying the solving process.

We illustrate our method’s effectiveness and validity with numerical examples with both smooth and non-smooth

solutions. Our findings show that the proposed tau method delivers accurate results and exhibits non-local properties.

1. Introduction

During the preceding thirty years, fractional calculus has become a focus of study due to its

applications in a variety of scientific and engineering domains [1–3]. This concept has also been

effectively employed to represent practical scenarios in various fields [4–7]. In variable-order

fractional calculus, the focus is on differentiating and integrating with fractional orders that can

vary in terms of known functions of independent variables [8–10]. This differs from standard

fractional calculus, which maintains fixed constants for the orders of derivatives and integrals.
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Practical systems modeled by these emerging interdisciplinary approaches in physics, finance,

engineering and biology demonstrate improved sensitivity and precision when using variable-

order fractional operators [11–13]. The variable-order fractional calculus can be perceived as

pseudo-differential operators [14]. Additional characteristics of different kinds of variable-order

fractional derivatives such as Grünwald-Letnikov, Riesz, Caputo, Riemann-Liouville, and ABC

were explored in [15, 16].

The ABC fractional derivative kernel is associated with the Mittag-Leffler function Eα(t) with a

positive parameterα
(
Eα(t) =

∑
∞

r=0
tr

Γ(rα+1)

)
and generates derivatives according to the generalized

Mittag-Leffler law Eα,β(t)
(
Eα,β(t) =

∑
∞

r=0
tr

Γ(rα+β)

)
while exhibiting Dirac-Delta properties [17]. In

the chaotic problems, the ABC fractional derivative yields an infinite expectation value. Moreover,

it serves as an effective modelling tool for dynamical systems occurring within the Penrose tiling

space, notable for its non-periodic characteristics. This derivative also finds utility in describing

fractal models within an undividable unitary space representations of discrete groups and foliation

leaf spaces. In addition, the ABC fractional derivative proves valuable to address the Brillouin

zone in studies pertaining to the quantum Hall effect and for characterizing State spaces in the

realm of quantum mechanics. Its application is particularly advantageous in scenarios where

the distribution of waiting times remains independent of elapsed time during specific events

[18]. The asymptotic behaviour of the ABC derivative aligns with power law behaviour and

establishes a connection between historical concepts of fading memory and non-singular kernels

[19]. Additionally, the mean square displacement of the ABC fractional derivative exhibits a

transition from conventional to sub-diffusive behaviour.

The nonlinear partial differential equations are investigated in pursuit of simulating diverse

physical phenomena present in a wide range of scientific disciplines. These encompass areas

like heat conduction in materials with memory, plasma physics and water wave dynamics, as

documented in the reference [20]. However, in some applications, such as dynamics of nuclear

reactors and thermoelastic phenomena, it becomes necessary to account for the inherent memory

influence within systems. While utilizing partial differential equations to model these systems,

which traditionally incorporate functions at specific temporal and spatial points, the historical

aspect often gets disregarded. To address this memory effect, an integration term is introduced into

the partial differential equation formulation. Partial integro-differential equations find extensive

utility in chemical reaction kinetics, control theory, aerospace engineering, biological systems

modeling and financial mathematics, as well as industrial mathematics [21].

The nonlinear reaction diffusion and integro reaction-diffusion equations are frequently applied

to explain different types of phenomena such as the skin or fur of mammals [22], the physics

of hot plasmas [23], Chemical oscillation waves and turbulence [5], spatial pattern formation

in biological contexts [24] and the evolution of concentrations in environmental and biological

applications [4]. In the mechanism of reaction-diffusion, the progression involves the movement

of reacting molecules through space as a consequence of diffusion. This definition specifically omits
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additional transport modes such as convection or drift, which might emerge in the presence of

externally applied fields. Within a spatial unit where a reaction takes place, molecules can either be

generated or depleted. These occurrences are incorporated into the diffusion equation, resulting

in the formulation of a reaction-diffusion equation. Lately, the fractional representation of the

reaction-diffusion equation and integro reaction-diffusion equations have attracted considerable

attention from a wide range of aspects; for example, see [21, 25–31] and references therein.

In this paper, the focus is on the SVO ABC NFIRDE

ABC
0 D

ξ(x,t)
t Φ(x, t) = a1 Φ(x, t)− a2 Φ2(x, t) + a3

(
Φ(x, t)

)r
∫ t

0
k(x, s) Φ(x, s)ds+ a4

∂2Φ(x, t)
∂x2 + f (x, t),

(1.1)

along the initial and boundary conditions (IBCs):

Φ(x, 0) = g(x),

Φ(0, t) = h1(t), Φ(l, t) = h2(t).
(1.2)

Here, (x, t) ∈ [0, l]× [0, T], 0 < ξ(x, t) ≤ 1, a1 ≥ 0, a2 ≥ 0, a3 ≥ 0, a4 > 0, r = {0, 1} and ABC
0 D

ξ(x,t)
t Φ(x, t)

is the ABC time fractional differential operator with SVO which is defined as

ABC
0 D

ξ(x,t)
t Φ(x, t) =

M(ξ(x, t))
1− ξ(x, t)

∫ t

0

∂Φ(x, s)
∂s

Eξ(x,t)

(
−ξ(x, t) (t− s)ξ(x,t)

1− ξ(x, t)

)
ds, (1.3)

where M(ξ(x, t)) = 1 − ξ(x, t) + ξ(x,t)
Γξ(x,t) ,M(0) = M(1) = 1. Based on Eq. (1.3), the following

relation for n ∈N is satisfied [21]

ABC
0 D

ξ(x,t)
t tn =

M(ξ(x, t)) n! tn

1− ξ(x, t)
Eξ(x,t),n+1

(
−ξ(x, t) tξ(x,t)

1− ξ(x, t)

)
. (1.4)

Note that, for a3 = 0, Eq. (1.1) turns into the reaction-diffusion equation.

The systems that incorporate SVO fractional operators present a complicated challenge when

searching for analytical solutions. Even when such solutions are successfully derived, they of-

ten involve many functions that pose significant computational difficulties. Hence, numerical

methods are better suited for obtaining approximate solutions in such cases [32–34]. Currently,

numerous researchers have proposed three main numerical techniques for effectively solving the

variable order fractional differential equations: the spectral method, the finite element method

and the finite difference method (see [30] and reference therein). There has been a growing inter-

est in spectral methods for solving various types of differential, integral and integro-differential

equations, primarily due to their flexibility in handling finite and infinite domains. Spectral meth-

ods represent the tau, collocation, Galerkin, and Petrov-Galerkin methods. These methods offer

notable advantages, including exponential convergence rates and high accuracy.

As far as our knowledge extends, there are limited prior studies dedicated to the approximate

solutions of the NFIRDE that incorporate the ABC variable-order fractional derivative. Kumar et

al. [21] presented a discretization approach employing the quasi-wavelet method to discretize both
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the spatial derivative and the unknown function. Furthermore, the ABC time fractional derivative

was discretized with the help of Taylor series expansion for solving the constant-order ABC time

fractional nonlinear reaction-diffusion equation and NFIRDE. Heydari et al. [35] introduced an

operational matrix approach formulating a numerical method for the ABC variable-order fractional

reaction-diffusion equation using shifted second kind Chebyshev cardinal functions. Kumar et

al. [36] developed a numerical approach employing quasi-wavelets for solving reaction-diffusion

and NFIRDE including constant order fractional derivatives, where the fractional component in the

time dimension is approximated using the Crank-Nicolson scheme. Additionally, the spatial and

integral components within the NFIRDE are discretized and approximated through the utilization

of quasi-wavelets. Hosseininia et al. [27] introduced an effective semi-discrete approach utilizing

two-dimensional Legendre wavelets. In this method, the variable order derivatives are estimated

using a finite difference scheme, combined with the theta-weighted technique, to yield approximate

solutions for the nonlinear two-dimensional reaction-diffusion equations involving ABC variable-

order time fractional derivatives.

Accordingly, the main aim of this paper is to introduce a novel numerical approach for ad-

dressing the NFIRDE with ABC SVO time fractional derivative. This approach is based on a fully

spectral shifted Legendre tau technique. It is known that applying this technique is very difficult,

especially for this type of equations that contains the SVO derivative and non-linear terms. In

order to solve these problems that obstruct the application of the technique used, a number of

novel operational matrices have been derived, which include the operational matrix for the ABC

time fractional derivatives of SVO, the integral term and vector multiplications with the space-

time Kronecker product. These operational matrices enable us to apply a completely tau method

effectively, even in the presence of nonlinear terms and the SVO functions that appeared within

the SVO derivative operational matrix. As a result, equations (1.1) and (1.2) are restructured into

a system of nonlinear algebraic equations, which simplifying the solving process. Our findings

affirm that nonlocal numerical techniques are particularly well-suited for discretizing fractional

integro-partial differential equations, as they inherently consider the global characteristics of the

solution. It’s worth emphasizing that substituting the variable order with a constant function leads

to the conversion of variable order derivatives into fixed order derivatives. The authors believe

that there is no previous work comprehensively utilizes the spectral tau technique for approximat-

ing solutions to the nonlinear integro-partial differential equations with ABC SVO time fractional

derivative.

This paper is structured as follows: Section 2 provides a review of the mathematical founda-

tions of Legendre polynomials. Section 3 presents the derivation of shifted Legendre operational

matrices for SVO time fractional derivatives in the ABC sense, along with the multiplication and

integration of space-time Kronecker product vectors. The detailed description of the proposed

technique is given in Section 4. Section 5 contains various test examples to illustrate the method’s

applicability. Finally, Section 6 summarizes the findings of this paper.
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2. Shifted Legendre polynomials and functions approximation

The Legendre polynomials R j(t) of order j are orthogonal polynomials established over the

interval [−1, 1] and is produced using the following Rodrigues’ expression

R j(t) =
(−1) j

2 j j!
d j

dt j

(
(t2
− 1) j

)
,

and satisfy the orthogonality relation

〈Ri(t),R j(t)〉 =
∫ 1

−1
Ri(t)R j(t)dt =

2
2i + 1

δi, j. (2.1)

To utilize these polynomials within the interval t ∈ [0, T], we employ a variable transformation:

t→ 2t
T − 1. Let us represent the shifted Legendre polynomials by RT, j(t) = R j(

2t
T − 1), They fulfill

the requirements of the following recurrence relation [37]:

RT,0(t) = 1, RT,1(t) =
2t
T
− 1, RT,i+2(t) =

(2i + 3)(2t− T)
T(i + 2)

RT,i+1(t) −
i + 1
i + 2

RT,i(t), i ≥ 0.

Also, the following analytical formula is used to obtain the shifted Legendre polynomials

RT,i(t) =
i∑

k=0

ζik tk, ζik = (−1)i+k (k + i)!
(i− k)!(k!)2Tk

, (2.2)

with the following orthogonality relation

〈RT,i(t),RT, j(t)〉 =
∫ T

0
RT,i(t)RT, j(t)dt =

T
2i + 1

δi, j = J(i+1, j+1)
T . (2.3)

It is important to highlight that the sequence of shifted Legendre polynomials forms an L2
−orthogonal

basis. Consequently, any function Φ(x, t) ∈ L2([0, l] × [0, T]) can be represented using these basis

functions in the following manner:

ΦMN(x, t) '
M∑

i=0

N∑
j=0

ψi j Rl,i(x) RT, j(t) ' Ψᵀ
(
ΘM(x) ⊗ΘN(t)

)
'

(
ΘM(x) ⊗ΘN(t)

)ᵀ
Ψ, (2.4)

where ⊗ denotes the Kronecker product. Ψ and
(
ΘM(x)⊗ΘN(t)

)
are column vectors whose entries

can be obtained as follows

Ψ =[ψ00, ...,ψ0N,ψ10, ...,ψ1N, ...,ψM0,ψM1, ...,ψMN]
ᵀ,

ψi j =
lT

(2i + 1)(2 j + 1)

∫ T

0

∫ l

0
Φ(x, t) Rl,i(x) RT, j(t) dxdt.

(2.5)

ΘM(x) = [Rl,0(x),Rl,1(x), ...,Rl,M(x)]ᵀ, ΘN(t) = [RT,0(t),RT,1(t), ...,RT,N(t)]ᵀ,(
ΘM(x) ⊗ΘN(t)

)
= [Rl,0(x) ΘN(t),Rl,1(x) ΘN(t), ...,Rl,M(x) ΘN(t)]ᵀ.

(2.6)

Also, the Kronecker product satisfies the following important property for the matrices W, X, Y
and Z

WX ⊗YZ = (W ⊗Y)(X ⊗Z). (2.7)
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Moreover, for simplicity in constructing the differentiation and integration operational matrices,

the vector ΘN(t) is rewritten in the following form

ΘN(t) = θT BN(t), (2.8)

where

θT =


ζ0,0 0 . . . 0

ζ1,0 ζ1,1 . . . 0
...

...
. . .

...

ζN,0 ζN,1 . . . ζN,N

 , BN(t) = [1, t, t2, ....., tN]ᵀ. (2.9)

3. Operational matrices

Herein, we establish the SVO ABC time fractional derivatives operational matrices, the vec-

tor multiplications with the space-time Kronecker product and the integration of the Kronecker

product space-time vectors.

Theorem 3.1. The ABC time-fractional derivative with SVO ξ : [0, l][0, T] → (0, 1) for the shifted
Legendre vector ΘN(t) can be formulated as

ABC
0 D

ξ(x,t)
t ΘN(t) = Υξ(x,t) ΘN(t), (3.1)

where

Υξ(x,t) =
M(ξ(x, t))
1− ξ(x, t)

N∑
k=1

k! Eξ(x,t),k+1

(
−ξ(x, t) tξ(x,t)

1− ξ(x, t)

)
θT Tk θ

−1
T (3.2)

and Tk are (N + 1) × (N + 1) matrices defined by

Tk =
[
τk

i j

]
0≤i, j≤N

, τk
i j =

 1, i = j = k,

0, otherwise.
(3.3)

Proof. Taking into account the reformulating of the shifted Legendre vector ΘN(t) in Eq. (2.8),

we have
ABC
0 D

ξ(x,t)
t ΘN(t) =ABC

0 D
ξ(x,t)
t θT BN(t) = θT

ABC
0 D

ξ(x,t)
t BN(t) (3.4)

ABC
0 D

ξ(x,t)
t BN(t) =ABC

0 D
ξ(x,t)
t [1, t, t2, ....., tN]ᵀ

=
M(ξ(x, t))
1− ξ(x, t)

[
0, 1! Eξ(x,t),2

(
−ξ(x, t) tξ(x,t)

1− ξ(x, t)

)
t, 2! Eξ(x,t),3

(
−ξ(x, t) tξ(x,t)

1− ξ(x, t)

)
t2,

, ..., N! Eξ(x,t),N+1

(
−ξ(x, t) tξ(x,t)

1− ξ(x, t)

)
tN

]ᵀ
=
M(ξ(x, t))
1− ξ(x, t)

(
1! Eξ(x,t),2

(
−ξ(x, t) tξ(x,t)

1− ξ(x, t)

)
T1 BN(t) + 2! Eξ(x,t),3

(
−ξ(x, t) tξ(x,t)

1− ξ(x, t)

)
T2 BN(t)
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+ ... + N! Eξ(x,t),N+1

(
−ξ(x, t) tξ(x,t)

1− ξ(x, t)

)
TN BN(t)

)
=
M(ξ(x, t))
1− ξ(x, t)

N∑
k=1

k! Eξ(x,t),k+1

(
−ξ(x, t) tξ(x,t)

1− ξ(x, t)

)
Tk BN(t).

(3.5)

Now, by substituting from Eq. (3.5) in Eq. (3.4), we get

ABC
0 D

ξ(x,t)
t ΘN(t) =

M(ξ(x, t))
1− ξ(x, t)

N∑
k=1

k! Eξ(x,t),k+1

(
−ξ(x, t) tξ(x,t)

1− ξ(x, t)

)
θT Tk BN(t). (3.6)

The invertibility of the matrix θT is established based on the orthogonality property of the shifted

Legendre polynomials as described in Eq. (2.3). Consequently, the vector BN(t) can be expressed

in terms of ΘN(t) as BN(t) = θ−1
T ΘN(t), then Eq. (3.6) can be rewritten as follows

ABC
0 D

ξ(x,t)
t ΘN(t) =

(
M(ξ(x, t))
1− ξ(x, t)

N∑
k=1

k! Eξ(x,t),k+1

(
−ξ(x, t) tξ(x,t)

1− ξ(x, t)

)
θT Tk θ

−1
T

)
ΘN(t), (3.7)

thus, the proof is completed.

Remark 1: Theorem 3.1 is a generalization of the shifted Legendre ABC fractional derivative

with SVO. As a result, it can cover the constant order ABC fractional derivative by replacing the

SVO (ξ(x, t)) by the constant order.

Theorem 3.2. (See [38]) Let ΘM(x) be the shifted Legendre vector, then the η integer-order derivative is
obtained from

dη

dxη
ΘM(x) = D(η) ΘM(x), (3.8)

where D(η) represents an operational matrix of derivative with dimensionsis (M + 1) × (M + 1) and is
defined by

D(η) =
[
∅
(η)
i j

]
0≤i, j≤M

, ∅(η)
i j =

i∑
s=η

s−η∑
r=0

(−1)i+r+s (1 + 2r) ((i + s)!) (η− s)r

lη ((i− s)!) (s!) Γ(2 + r + s− η)
δi, j. (3.9)

The following theorem will be crucial in completing the construction of the integral operational

matrix. Additionally, it holds substantial importance in overcoming the challenges associated with

the full implementation of the shifted Legendre tau method for Eq. (1.1) and Eq. (1.2). These

challenges arise from the inclusion of known functions M(ξ(x,t))
1−ξ(x,t)

∑N
k=1 k! Eξ(x,t),k+1

(
−ξ(x,t) tξ(x,t)

1−ξ(x,t)

)
in

the SVO ABC time-fractional derivative operational matrix Eq. (3.1), as well as the presence of a

nonlinear term within model Eq. (1.1).

Theorem 3.3. Assume a continuously differentiable function u(x, t) is approximated using shifted Legendre
vectors as uMN(x, t) ' Uᵀ

(
ΘM(x) ⊗ΘN(t)

)
as stated in Eq. (2.4). Consequently, an (M + 1) × (N + 1)

square matrix U exists and fulfills the following matrix approximation for the product of space-time
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Kronecker product vectors.(
ΘM(x) ⊗ΘN(t)

) (
ΘM(x) ⊗ΘN(t)

)ᵀ
U = Uᵀ

(
ΘM(x) ⊗ΘN(t)

)
, (3.10)

where
U = [Z0,0, ...,Z0,P,Z1,0, ...,Z1,N, ...,ZM,0,ZM,1, ...,ZM,N],

Zr,s = [C0,0,r,s, ...,C0,N,r,s,C1,0,r,s, ...,C1,N,r,s, ...,CM,0,r,s, ...,CM,N,r,s]U,
(3.11)

such thatZi,k denotes the columns of matrixU, where each element is acquired from

Ci, j,r,s =
(2i + 1)(2 j + 1)

4

 ∫ l

0
Rl,p(x)Rl,i(x)Rl,r(x)dx


 ∫ T

0
RT,q(t)RT, j(t)RT,s(t)dt

. (3.12)

Proof.: The left hand side of Eq. (3.10) can be written as(
ΘM(x) ⊗ΘN(t)

) (
ΘM(x) ⊗ΘN(t)

)ᵀ
U =

M∑
i=0

N∑
j=0

ui jRl,i(x)RT, j(t)Rl,r(x)RT,s(t). (3.13)

By approximating Rl,i(x)RT, j(t)Rl,r(x)RT,s(t) for r = 0, 1, . . . , M and s = 0, 1, . . . , N as

Rl,i(x)RT, j(t)Rl,r(x)RT,s(t) =
M∑

p=0

N∑
q=0

χ
i, j,r,s
p,q Rl,p(x)RT,q(t) = Ci, j,r,s

(
ΘM(x) ⊗ΘN(t)

)
, (3.14)

where Ci, j,r,s = [χ
i, j,r,s
0,0 ,χi, j,r,s

0,1 , ...,χi, j,r,s
0,N ,χi, j,r,s

1,0 ,χi, j,r,s
1,1 , ...,χi, j,r,s

1,N , ...,χi, j,r,s
M,0 ,χi, j,r,s

M,1 , ...,χi, j,r,s
M,N ]ᵀ and

Ci, j,r,s =
(2i + 1)(2 j + 1)

4

 ∫ l

0
Rl,p(x)Rl,i(x)Rl,r(x)dx


 ∫ T

0
RT,q(t)RT, j(t)RT,s(t)dt

.

From Eq. (3.13) and Eq. (3.14), we have

(
ΘM(x) ⊗ΘN(t)

) (
ΘM(x) ⊗ΘN(t)

)ᵀ
U =

M∑
i=0

N∑
j=0

ui j

M∑
p=0

N∑
q=0

χ
i, j,r,s
p,q Rl,p(x)RT,q(t)

=
M∑

p=0

N∑
q=0

Rl,p(x)RT,q(t)
M∑

i=0

N∑
j=0

ui, jχ
i, j,r,s
p,q =

(
ΘM(x) ⊗ΘN(t)

)ᵀ
U = Uᵀ

(
ΘM(x) ⊗ΘN(t)

)
,

(3.15)

which completes the proof. �

Based on Theorem 3.3, suppose that the function y(x, t) = t is approximated by using the shifted

Legendre vectors as yMN(x, t) ' Yᵀ
(
ΘM(x) ⊗ΘN(t)

)
=

(
ΘM(x) ⊗ΘN(t)

)ᵀ
Y as in Eq. (2.4). Then

there is an (M + 1) × (N + 1) square matrixY that satisfy the following relation(
ΘM(x) ⊗ΘN(t)

) (
ΘM(x) ⊗ΘN(t)

)ᵀ
Y = Yᵀ

(
ΘM(x) ⊗ΘN(t)

)
. (3.16)

In the following theorem, we introduce a shifted Legendre operational matrix for the integration

of the vector formed by the Kronecker product across space and time.



Int. J. Anal. Appl. (2024), 22:209 9

Theorem 3.4. The operational matrix of the integration of the vector formed by the Kronecker product
across space and time is approximated as follows.∫ t

0

(
ΘM(x) ⊗ΘN(s)

)
ds = (IM+1 ⊗ θT Q θ−1

T ) Yᵀ
(
ΘM(x) ⊗ΘN(t)

)
, (3.17)

where IM+1 is the (M + 1) identity matrix, Yᵀ is obtained from Eq. (3.16) and Q =
[
qi j

]
for 0 ≤ i, j ≤ N

denotes a diagonal (N + 1) × (N + 1) matrix, with its diagonal elements specified by qi j =
1

i+1 .

Proof.: The left hand side of Eq. (3.17) can be expressed as∫ t

0

(
ΘM(x) ⊗ΘN(s)

)
ds = ΘM(x) ⊗

∫ t

0
ΘN(s) ds. (3.18)

By using Eq. (2.8), we have∫ t

0
ΘN(s) ds =

∫ t

0
θT BN(s) ds = θT

∫ t

0
BN(s) ds = θT

∫ t

0

[
1, s, s2, ....., sN

]ᵀ
ds

= θT

[ ∫ t

0
ds,

∫ t

0
s ds,

∫ t

0
s2 ds, .....,

∫ t

0
sN ds

]ᵀ
= θT

[
t,

t2

2
,

t3

3
, .....,

tN+1

N + 1

]ᵀ
= t θT

[
1,

t
2

,
t2

3
, .....,

tN

N + 1

]ᵀ
.

(3.19)

The vector
[
1, t

2 , t2

3 , ....., tN

N+1

]ᵀ
can be reformulated as follows

[
1,

t
2

,
t2

3
, .....,

tN

N + 1

]ᵀ
=


1 0 . . . 0

0 1
2 . . . 0

...
...

. . .
...

0 0 . . . 1
N+1


[
1, t, t2, ....., tN

]ᵀ
= Q BN(t). (3.20)

By using BN(t) = θ−1
T ΘN(t) and substitute from Eq. (3.20) in Eq. (3.19), subsequently, Eq. (3.18)

takes the form ∫ t

0

(
ΘM(x) ⊗ΘN(s)

)
ds = t

(
ΘM(x) ⊗ θT Q θ−1

T ΘN(t)
)
, (3.21)

by employing Eq. (2.7) in Eq. (3.21), we get∫ t

0

(
ΘM(x) ⊗ΘN(s)

)
ds = t

(
IM+1 ⊗ θT Q θ−1

T

)(
ΘM(x) ⊗ΘN(t)

)
, (3.22)

As we stated before, by approximate the function y(x, t) = t as yMN(x, t) '
(
ΘM(x) ⊗ΘN(t)

)ᵀ
Y,

then Eq. (3.22) turns into∫ t

0

(
ΘM(x) ⊗ΘN(s)

)
ds =

(
IM+1 ⊗ θT Q θ−1

T

)(
ΘM(x) ⊗ΘN(t)

)(
ΘM(x) ⊗ΘN(t)

)ᵀ
Y, (3.23)

now, by substituting from Eq. (3.16) in Eq. (3.23), we get∫ t

0

(
ΘM(x) ⊗ΘN(s)

)
ds =

(
IM+1 ⊗ θT Q θ−1

T

)
Y
ᵀ
(
ΘM(x) ⊗ΘN(t)

)
, (3.24)
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thus, the proof is completed. �

4. Implementation method of solution

In this section, we discuss how to apply a fully spectral tau technique for the ABC time fractional

non-linear integro reaction-diffusion equations with spatiotemporal variable-order Eq. (1.1) and

Eq. (1.2). Firstly, let us begin our method by approximation of the terms of (1.1) and the IBCs Eq.

(1.2) in terms of the shifted Legendre space and time Kronecker produc.

By employing Eq. (2.4), Eq. (3.1) and Eq. (2.7), we can approximate ABC
0 D

ξ(x,t)
t Φ(x, t) as follows

ABC
0 D

ξ(x,t)
t Φ(x, t) =ABC

0 D
ξ(x,t)
t Ψᵀ

(
ΘM(x) ⊗ΘN(t)

)
= Ψᵀ

(
ΘM(x) ⊗ABC

0 D
ξ(x,t)
t ΘN(t)

)
= Ψᵀ

(
ΘM(x) ⊗Υξ(x,t) ΘN(t)

)
= Ψᵀ

(
IM+1 ⊗Υ

ξ(x,t)
)(

ΘM(x) ⊗ΘN(t)
)
.

(4.1)

Also, we can approximate ∂2Φ(x,t)
∂x2 with the help of Eq. (2.4), Eq. (3.8) and Eq. (2.7) as follows

∂2Φ(x, t)
∂x2 = Ψᵀ

( ∂2

∂x2 ΘM(x) ⊗ΘN(t)
)
= Ψᵀ

(
D(2) ΘM(x) ⊗ΘN(t)

)
= Ψᵀ

(
D(2)
⊗ IN+1

) (
ΘM(x) ⊗ΘN(t)

)
,

(4.2)

where IN+1 is the (N + 1) identity matrix.

The nonlinear term Φ2(x, t) can be approximated by utilizing Eq. (2.4) and Eq. (3.10) as follows

Φ2(x, t) = Ψᵀ
(
ΘM(x) ⊗ΘN(t)

) (
ΘM(x) ⊗ΘN(t)

)ᵀ
Ψ = Ψᵀ Πᵀ

(
ΘM(x) ⊗ΘN(t)

)
, (4.3)

where
(
ΘM(x)⊗ΘN(t)

) (
ΘM(x)⊗ΘN(t)

)ᵀ
Ψ = Πᵀ

(
ΘM(x)⊗ΘN(t)

)
andΠ is computed like (3.11).

By knowing that the function k(x, s) is approximated by using the shifted Legendre vectors as

kMN(x, s) ' Kᵀ
(
ΘM(x) ⊗ΘN(s)

)
, (4.4)

where the elements of the matrix K =
[
ki j

]M,N

i=0, j=0
are computed as in Eq. (2.5), then by using Eq.

(2.4), Eq. (3.10) and Eq. (3.17), the following approximation is attained∫ t

0
k(x, s) Φ(x, s)ds =

∫ t

0
Kᵀ

(
ΘM(x) ⊗ΘN(s)

) (
ΘM(x) ⊗ΘN(s)

)ᵀ
Ψ ds

= Kᵀ Πᵀ
∫ t

0

(
ΘM(x) ⊗ΘN(s)

)
ds

= Kᵀ Πᵀ (IM+1 ⊗ θT Q θ−1
T ) Yᵀ

(
ΘM(x) ⊗ΘN(t)

)
.

(4.5)

Now, by employing Eq. (2.4), Eq. (3.10) and Eq. (4.5), we can approximate(
Φ(x, t)

)r ∫ t
0 k(x, s) Φ(x, s)ds as follows



Int. J. Anal. Appl. (2024), 22:209 11

(
Φ(x, t)

)r
∫ t

0
k(x, s) Φ(x, s) ds =

( ∫ t

0
k(x, s) Φ(x, s) ds

)(
ΘM(x) ⊗ΘN(t)

)ᵀ
Ψ

= Kᵀ Πᵀ (IM+1 ⊗ θT Q θ−1
T ) Yᵀ

(
ΘM(x) ⊗ΘN(t)

)(
ΘM(x) ⊗ΘN(t)

)ᵀ
Ψ

= Kᵀ Πᵀ (IM+1 ⊗ θT Q θ−1
T ) Yᵀ Πᵀ

(
ΘM(x) ⊗ΘN(t)

)
,

(4.6)

it must be noticed that, for r = 0, the matrixYᵀ will be (M + 1) × (N + 1) identity matrix.

The source function f (x, t) has the following shifted Legendre approximation

f (x, t) = Fᵀ
(
ΘM(x) ⊗ΘN(t)

)
, (4.7)

where F =
[

fi j

]M,N

i=0, j=0
represents an (M + 1) × (N + 1) vector, where each entry can be computed

analogously to that described in Eq. (2.5).

Finally, substituting Eqs. (2.4), (4.1), (4.2), (4.3), (4.6) and (4.7) into Eq. (1.1), we get(
Ψᵀ

(
IM+1⊗Υ

ξ(x,t)
)
− a1 Ψᵀ + a2 Ψᵀ Πᵀ − a3 Kᵀ Πᵀ

(
IM+1 ⊗ θT Q θ−1

T

)
Y
ᵀ Πᵀ

− a4 Ψᵀ
(
D(2)
⊗ IN+1

)
− Fᵀ

)(
ΘM(x) ⊗ΘN(t)

)
= 0,

(4.8)

The main objective is to determine the vector Ψ, which is currently unknown. To achieve this, we

formulate a system of nonlinear algebraic equations with (M− 1)× (N) of entries of Ψ by applying

Eq. (2.3) for
(
ΘM(x) ⊗ΘN(t)

)
. Subsequently, we apply the tau method in the following manner(

Ψᵀ
(
IM+1⊗Υ

ξ(x,t)
)
− a1 Ψᵀ + a2 Ψᵀ Πᵀ − a3 Kᵀ Πᵀ

(
IM+1 ⊗ θT Q θ−1

T

)
Y
ᵀ Πᵀ

− a4 Ψᵀ
(
D(2)
⊗ IN+1

)
− Fᵀ

)(
J(M−1,M+1)
l ⊗ J(N,N+1)

T

)
= 0.

(4.9)

Besides, the shifted Legendre approximations of the known functions g(x), h1(t) and h2(t) have

the following forms

g(x) = Gᵀ
(
ΘM(x) ⊗ΘN(0)

)
, h1(t) = Hᵀ1

(
ΘM(0) ⊗ΘN(t)

)
, h2(t) = Hᵀ2

(
ΘM(l) ⊗ΘN(t)

)
, (4.10)

where G =
[
gi j

]M,N

i=0, j=0
, H1 =

[
h1i j

]M,N

i=0, j=0
and H2 =

[
h2i j

]M,N

i=0, j=0
represent (M+ 1)× (N + 1) vectors,

where each entry can be computed analogously to that described in Eq. (2.5).

Furthermore, based on Eq. (4.10), the IBCs satisfy an additional set of (2N + M + 1) algebraic

equations, as outlined below(
Ψᵀ −Gᵀ1

)(
J(M+1,M+1)
l ⊗ΘN(0)

)
= 0,(

Ψᵀ −Hᵀ1
)(

ΘM(0) ⊗ J(N,N+1)
T

)
= 0,

(
Ψᵀ −Hᵀ2

)(
ΘM(l) ⊗ J(N,N+1)

T

)
= 0.

(4.11)
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Hereafter, we describe the implemented numerical simulation of the proposed model Eq. (1.1)

and Eq. (1.2) using the following algorithm.

Algorithm

Input: M, N, l, T, a1, a2, a3, a4, f (x, t), g(x), h1(t), h2(t), ξ(x, t)
Step 1: produce the vectors ΘN(t), ΘM(x) using Eq. (2.6).
Step 2: The unknown matrix Ψ is defined using Eq. (2.5), while the identity matrices IM+1

and IN+1, as well as matrices J(N,N+1)
T , J(M−1,M+1)

T , and J(M+1,M+1)
L , are defined according to

Eq. (2.3), the matrices θT and θ−1
T are specified by Eq. (2.9).

Step 3: Evaluate the matrices Υξ(x,t) using (3.2), Tk using (3.3), D(2) using (3.9),Y using (3.16),
Π using (4.3), K using (4.4), F using (4.7) and G, H1, H2 using (4.10).
Step 4: Combine the systems given in (4.9) and (4.11) and then solve for the matrix Ψ.
output: Following Eq. (2.4), we obtain Φ(x, t) ≈ Ψᵀ

(
ΘM(x) ⊗ΘN(t)

)
.

Remark 2: The proposed technique can be extended to solve Eq. (1.1) with variable coefficients

(i.e. if ai → ai(x, t) for i = 1, 2, 3, 4) , where the functions ai(x, t) can be approximated as follows

aiMN(x, t) ' Aᵀi
(
ΘM(x) ⊗ΘN(t)

)
'

(
ΘM(x) ⊗ΘN(t)

)ᵀ
Ai, i = 1, 2, 3, 4, (4.12)

then, by using Eqs. (2.4), (4.1), (4.2), (4.3), (4.6) (4.7), (4.12) and considering Eq. (1.1) with the

variable coefficients, we get

Ψᵀ
(
IM+1 ⊗Υ

ξ(x,t)
)(

ΘM(x) ⊗ΘN(t)
)
− Ψᵀ

(
ΘM(x) ⊗ΘN(t)

)(
ΘM(x) ⊗ΘN(t)

)ᵀ
A1

+ Ψᵀ Πᵀ
(
ΘM(x) ⊗ΘN(t)

)(
ΘM(x) ⊗ΘN(t)

)ᵀ
A2

− Kᵀ Πᵀ
(
IM+1 ⊗ θT Q θ−1

T

)
Y
ᵀ Πᵀ

(
ΘM(x) ⊗ΘN(t)

)(
ΘM(x) ⊗ΘN(t)

)ᵀ
A3

− Ψᵀ
(
D(2)
⊗ IN+1

)(
ΘM(x) ⊗ΘN(t)

)(
ΘM(x) ⊗ΘN(t)

)ᵀ
A4 − Fᵀ

(
ΘM(x) ⊗ΘN(t)

)
= 0,

(4.13)

by applying Eq. (3.10) in Eq. (4.13), we get(
Ψᵀ

(
IM+1⊗Υ

ξ(x,t)
)
− Ψᵀ Aᵀ1 + Ψᵀ ΠᵀAᵀ2 − Kᵀ Πᵀ

(
IM+1 ⊗ θT Q θ−1

T

)
Y
ᵀ ΠᵀAᵀ3

− Ψᵀ
(
D(2)
⊗ IN+1

)
A
ᵀ
4 − Fᵀ

)(
ΘM(x) ⊗ΘN(t)

)
= 0,

(4.14)

where (
ΘM(x) ⊗ΘN(t)

) (
ΘM(x) ⊗ΘN(t)

)ᵀ
Ai = A

ᵀ
i

(
ΘM(x) ⊗ΘN(t)

)
, i = 1, 2, 3, 4. (4.15)

Finally, a system of nonlinear algebraic equations with (M− 1) × (N) of entries of Ψ by using the

orthogonality relation Eq. (2.3).

5. Numerical examples

We illustrate the method’s efficacy in this section by examining five particular examples. All

calculations were performed with Mathematica 12.2 on a desktop computer featuring a 8 GB of

RAM and Core™ i3-6100 CPU. The definitions for absolute error (AE), maximum absolute error
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(MAE), and convergence order are provided as follows:

AE =
∣∣∣Φ(xi, t j) −ΦMN(xi, t j)

∣∣∣ , MAE = max
(X,t)∈[0,l]×[0,T]

∣∣∣Φ(x, t) −ΦMN(x, t)
∣∣∣ ,

CO =
log(MAE(N1)/MAE(N2))

log(N2/N1)
.

Example 5.1. Consider the NFIRDE with SVO, as given in Eq. (1.1). Set a1 = a2 = a3 = a4 = 1, r = 1,
k(x, s) = xs, and ξ(x, t) = 1− 0.3e−xt. The IBCs and f (x, t) match the exact solution Φ(x, t) = ex−t.

The practical application of the proposed method is demonstrated on example by using different

numbers of basis functions. The AEs, MAEs and COs at various values of M are presented in

Table 1. Additionally, in the case of M = N = 8, we have depicted the resulting behaviour of the

AE function and the corresponding contour error distribution in Figure 1.

Table 1. The AEs , MAEs and COs at M = N for Example 5.1.

x = t M = 2 M = 3 M = 4 M = 5 M = 6 M = 7 M = 8

0.2 7.70× 10−3 1.53× 10−3 1.20× 10−4 1.20× 10−4 1.21× 10−8 1.11× 10−9 4.25× 10−11

0.4 1.05× 10−2 3.03× 10−3 3.91× 10−5 3.91× 10−5 9.14× 10−8 1.80× 10−9 7.40× 10−11

0.6 6.56× 10−3 1.30× 10−3 6.72× 10−6 6.72× 10−6 5.77× 10−8 3.52× 10−10 5.71× 10−11

0.8 1.11× 10−3 4.46× 10−4 7.30× 10−5 1.19× 10−4 3.14× 10−8 7.24× 10−10 1.38× 10−11

MAEs 2.035× 10−2 4.383× 10−3 1.483× 10−4 1.471× 10−4 1.992× 10−7 5.174× 10−9 8.915× 10−10

COs − 3.787 11.771 0.036 36.225 23.682 13.169

Figure 1. The behaviour of the AE function and the associated contour error dis-
tribution with M = N = 8 for Example 5.1.

Example 5.2. Consider Eq. (1.1) with a3=a4=1 and k(x, s)=1, where the IBCs (1.2) and the source function

f (x, t) are agree with the exact solution Φ(x, t) = (1−x2)cosh(t)
sinh2(t)+2 . This example is considered with two cases:

Case 1: a1=a2=1, r=1 and three different spatiotemporal variable-order ξ(x, t).
Case 2: a1=a2=r=0 and constant fractional order ξ(x, t)=0.5 [21, 36].
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Table 2. The AEs, MAEs and COs of Case 1 with different ξ(x, t) with M = 2 for
Example 5.2

x = t
ξ(x, t) = 0.2 + 0.5 e−x sin(t) ξ(x, t) = 1− 0.3 ext ξ(x, t) = 0.25 + 0.6 |x− t|

N = 4 N = 6 N = 8 N = 4 N = 6 N = 8 N = 4 N = 6 N = 8

0.1 2.71× 10−5 4.85× 10−7 9.01× 10−9 2.69× 10−5 4.85× 10−7 9.00× 10−9 2.69× 10−5 4.90× 10−7 9.66× 10−9

0.3 5.75× 10−5 9.69× 10−7 1.42× 10−9 5.71× 10−5 9.69× 10−6 1.44× 10−9 5.76× 10−5 9.82× 10−7 5.72× 10−10

0.5 4.52× 10−5 8.22× 10−7 9.67× 10−9 4.58× 10−5 8.33× 10−6 9.72× 10−9 4.63× 10−5 8.23× 10−7 9.22× 10−9

0.7 1.43× 10−5 4.94× 10−7 1.41× 10−8 1.35× 10−5 5.14× 10−6 1.42× 10−8 1.52× 10−5 4.71× 10−7 1.41× 10−8

0.9 1.96× 10−5 4.46× 10−7 2.91× 10−10 1.97× 10−5 4.58× 10−6 5.58× 10−10 2.05× 10−5 4.22× 10−7 6.43× 10−10

MAEs 3.208× 10−4 3, 112× 10−6 3.787× 10−8 3.208× 10−4 3, 112× 10−6 3.787× 10−8 3.208× 10−4 7.608× 10−6 3.737× 10−8

COs − 11.433 15.325 − 11.433 15.325 − 9.228 18.479

Table 3. Comparison the AEs of our method with other methods for Case 2 of
Example 5.2

The proposed method The method in [21] The method in [36]

x AEs x AEs at ∆t=0.00001 M AEs at ∆t=0.0001 AEs at ∆t=0.000001

0.2 1.16× 10−8 0.2 1.5× 10−3 10 9.4× 10−4 3.4× 10−5

0.4 1.52× 10−8 0.4 4.2× 10−3 15 7.1× 10−4 2.4× 10−5

0.6 1.14× 10−8 0.6 6.8× 10−3 20 4.6× 10−4 1.9× 10−5

0.8 9.95× 10−10 0.8 9.6× 10−3 30 4.0× 10−4 1.3× 10−5

We have practically applied the proposed method for this example with two different cases. In

Case 1, the SVO NFIRDE is presented, while Case 2 deals with constant order linear fractional

integro reaction-diffusion equation. The AEs, MAEs and COs with M = 2 and different values of

N and spatiotemporal variable-order functions ξ(x, t) for Case 1 are summarized in Table 2. It’s

clear that our method is highly precise for all different selected variable-order functions, even with

a small number of bases functions. In Table 3, we compare the AEs generated by the proposed

technique at M = 2, N = 8 at various values of x = t with the AEs obtained from the quasi-

wavelets based difference method in [21] for different x values and at time length ∆t = 0.00001 and

the AEs of the quasi-wavelets based Crank–Nicolson scheme in [36] at different number of nodes

M at time lengths ∆t = 0.0001, 0.000001. Regarding Table 3, the proposed method consistently

yields highly accurate approximate solutions when compared with the methods in [21] and [36].

Example 5.3. Consider the NFIRDE involving SVO in both space and time Eq. (1.1) with a1=a2=a3=a4=1, r =
1, k(x, s) = s e−x and ξ(x, t) = 0.8 + 0.005 cos(xt) sin(x). The IBCs and f (x, t) match the exact solution
Φ(x, t) = x2 (1− x)2 (tβ + 1).

The proposed technique was tested in Example 5.3 with two different exact solutions: a smooth

one with β = 4 and a nonsmooth one with β = 3.7. In the presence of a smooth exact solution,

we have depicted the resulting behaviour of the AE function and the corresponding contour error

distribution at M=N=5 in Figure 2. Additionally, in the case of a nonsmooth exact solution,
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we have depicted the resulting behaviour of the AE function and the corresponding contour

error distribution at M=4 and N=8 in Figure 3. As we know, spectral methods can be used on

mathematical models with smooth solutions that preserve the property of spectral accuracy of the

numerical solutions, which appears clearly from Figure 2, which gives accurate solutions using

a few number of bases functions. However, in the case of non-smooth solutions, the spectral

methods cause a deterioration in numerical results, and in order to overcome this, we have used

an approximation using Legendre polynomials to preserve the stability and convergence of the

numerical results and obtain accurate solutions. As a result, by using this approximation for the

case of non-smooth solutions in Example 5.3, we obtain accurate numerical results as shown in

Figure 3.

Figure 2. The behaviour of the AE function and the associated contour error dis-
tribution with β=4 and M=N=5 for Example 5.3.

Figure 3. The behaviour of the AE function and the associated contour error dis-
tribution with β=3.7 and M=4, N=8 for Example 5.3.

Example 5.4. Consider Eq. (1.1) with a1=a2=a4=1, r=1, k(x, s)=e−xs and ξ(x, t) = 1− 0.7 cos(xt). The
IBCs (1.2) and the source function f (x, t) are agree with the exact solution Φ(x, t) = (1 + x2) sin(t).
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Table 4. The AEs, MAEs and COs at different values of N with M = 2 for Example
5.4

x = t
a3 = 1 a3 = 0

N = 2 N = 4 N = 6 N = 8 N = 2 N = 4 N = 6 N = 8

0.1 3.021× 10−3 5.257× 10−6 8.057× 10−9 1.097× 10−11 3.029× 10−3 5.303× 10−6 8.064× 10−9 1.098× 10−11

0.3 1.740× 10−3 1.302× 10−5 1.723× 10−8 3.188× 10−11 1.777× 10−3 1.313× 10−5 1.725× 10−8 3.167× 10−12

0.5 4.476× 10−3 1.308× 10−5 1.872× 10−8 1.571× 10−11 4.446× 10−3 1.293× 10−5 1.863× 10−8 1.568× 10−11

0.7 7.651× 10−3 7.487× 10−6 1.934× 10−8 3.251× 10−11 7.666× 10−3 7.675× 10−6 1.917× 10−8 3.248× 10−11

0.9 7.091× 10−3 3.255× 10−5 5.676× 10−8 1.537× 10−11 7.054× 10−3 3.253× 10−5 1.665× 10−8 1.541× 10−11

MAEs 2.867× 10−2 4.538× 10−5 2.011× 10−7 7.763× 10−11 2.867× 10−2 5.732× 10−5 8.019× 10−8 7.762× 10−11

COs − 9.303 13.365 27.320 − 8.971 16.209 24.125

This example is considered with a3=1 and a3=0 which makes Eq. (1.1) represents the NFIRDE

and reaction-diffusion equation with SVO, respectively. The AEs, MAEs and COs of both values

of a3 with M=2 and different values of N are tabulated in Table 4. Based on the obtained results

in Table 4, it is evident that the obtained results satisfy consistently highly accurate solutions.

Furthermore, the numerical solutions satisfy exponential improvement.

Example 5.5. Consider Eq. (1.1) with a1=a3=0, a2=sin(xt), a4=3
2 and ξ(x, t) = 0.65 + 0.2 sin(xt). The

IBCs and f (x, t) match the exact solution Φ(x, t) = e−t cos(x). This equation represents the fractional
reaction-diffusion involving SVO with variable coefficients.

In this example, the proposed technique is applied to address the SVO nonlinear fractional

reaction-diffusion equations with variable coefficients. Therefore, we apply Eq. (4.14) to obtain

the approximate solution of this example. To assess the accuracy of the obtained approximate

solutions, we compare the AEs generated by our method when M = N with the AEs from

the method in [35] at corresponding space-time points. As indicated in Table 5, our obtained

approximate solutions exhibit slightly superior accuracy compared to the shifted second kind

Chebyshev cardinal functions based method in [35]. Also, The behaviour of the AE function and

the associated contour error distribution with M = N = 8 is plotted in Figure 4.

Table 5. The AEs at different values of the points x = t and M with N = 8 for
Example 5.5

x
The proposed method The method in [35]

M = 4 M = 6 M = 8 M = 4 M = 6 M = 8

0.2 1.6623× 10−5 5.6441× 10−9 2.7156× 10−11 1.0655× 10−4 2.1943× 10−7 2.0632× 10−10

0.4 1.7099× 10−5 2.8430× 10−8 3.3150× 10−11 5.6745× 10−5 1.2581× 10−7 1.5469× 10−10

0.6 1.1975× 10−5 2.2521× 10−8 2.8068× 10−11 2.9110× 10−5 7.2059× 10−7 8.2828× 10−11

0.8 7.4003× 10−6 2.6617× 10−9 2.1131× 10−12 1.5575× 10−5 2.8359× 10−8 2.8559× 10−11
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Figure 4. The behaviour of the AE function and the associated contour error dis-
tribution with M = N = 8 for Example 5.5.

6. Conclusion

In this paper a new nonlinear ABC NFIRDE with SVO has been presented. The main contribu-

tions of the presented work lied in deriving novel operational matrices for both SVO ABC fractional

derivatives and integration. Based on these operational matrices and the operational matrix of

the vector multiplications with the space-time Kronecker product, we presented a fully spectral

tau technique that yielded a nonlinear algebraic system of equations without using any specific

nodes. The authors believe that there is no previous work comprehensively utilizes the spectral tau

technique for approximating solutions to the nonlinear integro-partial differential equations with

ABC SVO time fractional derivative, this is the first instance of employing the fully spectral tau

technique to solve constant or variable order nonlinear ABC fractional integro partial differential

equations. The proposed method illustrated high accuracy and rapied convergence rate with both

smooth and non-smooth solutions due to their non-local properties. Additionally, this method

is well-suited for application to fractional nonlinear integro-differential equations with variable

orders and higher dimensions.
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