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Abstract. The stability analysis of transportation and economic models plays a fundamental role in understanding
dynamic systems. The term stability means the ability of a system under consideration to return to an equilibrium
state subject to perturbations. The analysis on D-stability extends the concept of stability by ensuring that the system
is stable under a predefined set of various uncertainties. The computation of structured singular values plays a critical
role in analyzing the dynamical system’s robustness and performance. For transportation models, structured singular
value analysis helps evaluate traffic demand fluctuations. On the other hand, in economic systems, structured singular
values aid in understanding the impacts of interest rates or supply chain disruptions on the performance and stability of
the system. This article discusses the interplay between stability analysis, D-stability analysis, and structured singular
values, and then emphasizes their applications to transportation and economic models. The aim is to study how one can
ensure a robust and resilient system design. Through practical and numerical examples, the study illustrates how these
concepts may set up a mathematical foundation for advancing robust modeling practices in dynamic and uncertain

environments.

1. INTRODUCTION

This article is concerned with the study of recent mathematical methods to analyze the spectral

characterization of structured matrices appearing across economic and transportation models.
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The primary focus is to study and analyze the interconnection between u-values, stability, and D-
stability of transportation and economic models. The u-value is a positive homogeneous function
quantifying the effect of uncertainty on a linear dynamical system. The u-values for the class
of complex or real-valued matrices, and an uncertainty set, that is, the set of block diagonal
uncertainties, were first mentioned in a classical paper by J. C. Doyle. The determination of an
exact certainty about the description of the physical world is almost impossible, even by using the
most powerful mathematical techniques. For instance, a bus station is located about 5 kilometers
away from a certain predefined position, and a packet of sugar taken from a shop is round about
1 kilogram in weight. The mathematical treatment and measurements of these physical quantities
mainly depend upon the accuracy of the instrument capable of measurement. The same kind of
principle is applicable for the modeling to analyze a physical system under consideration.

For the structured uncertainty and p-value analysis, there exist several different sources of un-
certainties. The mathematical quantity A;(jw) represent uncertain elements across the dynamical
system. The elements of A;(jw) may be consider as values varying linearly in time. The block
diagonal structure A; are called as the complex uncertainties or perturbation corresponding to
dynamical system. The block structures A; are called as real block diagonal uncertainties for
A; € [-1,1]. On the other hand, in the presence of real and complex uncertainties, the uncertainties
Ajs are called as mixed type of uncertainties. To each of A; = 0, we label it as a nominal system,
while on the other hand if A; # 0, the dynamical system is label as a perturbed system.

The computation of p-value maybe considered as a straightforward generalization to singular
values for coefficient matrices across the dynamical system. It does provides tools in order to
analyze, synthesize the robustness and performance of dynamical systems. The u-value tool is
further helpful for stability analysis of structured or unstructured eigenvalue perturbation theory.
This tool can also be used for the analysis of uncertain linear dynamical systems. The study and
analysis of robust stability problems corresponding to feedback interconnection for a class of stable
structured matrices M(s) and A(s) for some given s € C is also an important research topic in
system theory.

The instability analysis of a dynamical system may be directly linked with the measurement of
the mathematical quantity (I, — M A), and it must remain singular, Here, I,, denotes an identity
matrix having its dimension similar to given matrix M and an uncertainty A. This restrict the
selection of uncertainty A with [|All. which causes the closed loop system to be unstable. The
quantity [|[Alle < @, @ € R, a > 0 for the stability analysis of dynamical system under consideration.

The small increment in a up to a;,, may allow the dynamical system to remain unstable. The
computation of a,,,x may yield the robust stability of under consideration dynamical system. The
stability of dynamical system may depends upon the fact that mathematical quantity (I - MA) is
such that M has atleast one of its eigenvalue to be exactly equal to zero. We describe a few specific

cases below:
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Case-1: The uncertainty A from set of block diagonal matrices acts as a stable transfer function
matrix and it does describes either dynamical system is well-posed and internally stable or not.
This is described by following Small Gain Theorem.

Theorem 1.1. (Small Gain Theorem). The dynamical system is well-posed as well as stable for each A from
the set of block diagonal matrices having 6(A) < 1 if and only if,
1

Xmax

= |IM||e := max (6 (M)) < 1.
The mathematical quantity G(M) is the maximum singular value of a stable matrix M.

Case-2: The structured uncertainty A is a family of complex or real block diagonal matrices or
a family of structured stable transfer matrices.

By Small Gain Theorem,
1

max
For structured A, 5(M) maybe presented as,

= |IM]|e := max (5(M)).

5(M) = (min {5(A) : det(I- MA) = 0})"L. (1.1)

The concept of computing the singular value 6 (M) needs to be generalized for the case of structured

A which destabilizes the feedback system. The quantity (M) with respect to a structured A is

defined as
ta(M) := (min{5(A) : det(I- MA) = 0})~L. (1.2)
The robust margin a,,,x of feedback system with uncertainty A is,
1
— max (s (M)).
Xmax

The quantity pa(M) as defined in Equ. (2) known as to be u-value of constant matrix M with
respect to perturbation A.

The D-stability theory for real-valued square matrices [1] is a mathematical tool for the analysis
of the models to study and perform analysis on the competitiveness in the markets. The D-
stability theory is a versatile, and a fundamental concept from system theory. It generalizes the
classical notions of matrix stability to define stability regions in the domain of complex plane C.
The D-stability theory further generalizes left-half plane for a class of continuous-time dynamical
system. Furthermore, it generalized the unit circle for discrete-time dynamical systems. The D-
stability theory discuss the stability of a dynamical systems subject to structured or unstructured
perturbations.

In various economic models the D-stable matrices appears in input-output setting, for example,
consider Leontief production model. The D-stability theory analyze the robustness and perfor-
mance of equilibrium states across an economy models. The input-output matrix corresponding to
an economic model is a D-stable matrix suggesting that the economy can withstand across various

changes to factor productivity. The D-stable matrices does appears in economic growth models.
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An interesting example could be multi-sector growth models. Mathematically, D-stable matrices
represent the Jacobian of an equilibrium state corresponding to a macroeconomic systems in order
to study stability. This further analyze the interactions among various sectors of the economy, for
example, consumption, production, etc.

The structured D-stable matrices, and structured additive D-stable matrices have very many
important properties and are of interests of research in many research directions but not limited to
science and engineering. This particularly includes study and analysis of mathematical techniques
in economics, dynamical analysis of population models, analysis of neural networks, electrical en-
gineering, and the control engineering, we recommend interested reader to see [2-9] and the
references therein. The interconnection between structured singular values, and D-stability anal-
ysis for a class of real-valued n-dimensional square matrix as presented in a great detail in [10]. A
more simpler condition to analyze the strong D-stability was derived in [11].

The H-stability analysis, and H-semistability analysis being as two strong and effective notions
of structured matrix stability were studied in [12]. Theoretical results were established for study of
both necessary, and sufficient conditions to a given matrix to be structured H-stable or structured
H-semistable. The study and analysis of H-stability does imply the stability for continuous-time
linear dynamical systems. The H-stability has various important applications in engineering
discipline, this includes but not limited to: Control engineering, electrical engineering, mechanical
engineering. Furthermore, H-stability allow to study the modeling and analysis of economic
problems. The H-stability implies that coefficient matrix to given linear dynamical system may
have negative real parts for all of its eigenvalues.

The D(a) structured stability for choice of a = (a1, ay, - - -, ap) was studied by Khalil and Koko-
tovic[13,14]. The study and analysis of D(«) stability is effective to very many important dynamical
problems, for instance, time-invariant multi-parameter singular perturbations problems, specially,
the dynamical systems represented by mathematical equation of the form E(e)z = Dz. For the
structured uncertainty and u-value analysis, there exist several different sources of uncertainties.
The mathematical quantity A;(jw) represent uncertain elements across the dynamical system. The
elements of A;(jw) may be consider as values varying linearly in time. The block diagonal struc-
ture A; are called as the complex uncertainties or perturbation corresponding to dynamical system.
The block structures A, are called as real block diagonal uncertainties for A; € [-1,1]. On the other
hand, in the presence of real and complex uncertainties, the uncertainties A;s are called as mixed
type of uncertainties. To each of A; = 0, we label it as a nominal system, while on the other hand
if A; # 0, the dynamical system is label as a perturbed system.

The computation of u-value maybe considered as a straightforward generalization to singular
values for coefficient matrices across the dynamical system. It does provides tools in order to
analyze, synthesize the robustness and performance of dynamical systems. The u-value tool is
further helpful for stability analysis of structured or unstructured eigenvalue perturbation theory.

This tool can also be used for the analysis of uncertain linear dynamical systems. The study and
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analysis of robust stability problems corresponding to feedback interconnection for a class of stable
structured matrices M(s) and A(s) for some given s € C. is also an important research topic in
system theory.

The instability analysis of a dynamical system may be directly linked with the measurement of
the mathematical quantity (I, — M A), and it must remain singular, Here, I, denotes an identity
matrix having its dimension similar to given matrix M and an uncertainty A. This restrict the
selection of uncertainty A with [|Allc which causes the closed loop system to be unstable. The
quantity [|Alle < a, @ € R, a > 0 for the stability analysis of dynamical system under consideration.

The small increment in & up to @,y may allow the dynamical system to remain unstable. The
computation of a,,, may yield the robust stability of under consideration dynamical system. The
stability of dynamical system may depends upon the fact that mathematical quantity (I - MA) is
such that M has atleast one of its eigenvalue to be exactly equal to zero. We describe a few specific
cases below:

Case-1: The uncertainty A from set of block diagonal matrices acts as a stable transfer function
matrix and it does describes either dynamical system is well-posed and internally stable or not.
This is described by following Small Gain Theorem.

Theorem 1.2. (Small Gain Theorem). The dynamical system is well-posed as well as stable for each A from
the set of block diagonal matrices having 6(A) < 1 if and only if,
1

Qmax

= |IM|lo := max (6 (M)) < 1.
The mathematical quantity G(M) is the maximum singular value of a stable matrix M.

Case-2: The structured uncertainty A is a family of complex or real block diagonal matrices or
a family of structured stable transfer matrices.

By Small Gain Theorem,
1

= |IM]|e := max (5(M)).

max
For structured A, 5(M) maybe presented as,

5(M) = (min{5(A) : det(I- MA) = 0})"L. (1.3)

The concept of computing the singular value 6 (M) needs to be generalized for the case of structured

A which destabilizes the feedback system. The quantity u(M) with respect to a structured A is

defined as
ta(M) := (min{5(A) : det(I- MA) = 0})~L. (1.4)
The robust margin a,,,x of feedback system with uncertainty A is,
1
— max (s (M)).
Xmax

The quantity pa(M) as defined in Equ. (2) known as to be p-value of constant matrix M with

respect to perturbation A.
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The D-stability theory for real-valued square matrices [1] is a mathematical tool for the analysis
of the models to study and perform analysis on the competitiveness in the markets. The D-
stability theory is a versatile, and a fundamental concept from system theory. It generalizes the
classical notions of matrix stability to define stability regions in the domain of complex plane C.
The D-stability theory further generalizes left-half plane for a class of continuous-time dynamical
system. Furthermore, it generalized the unit circle for discrete-time dynamical systems. The D-
stability theory discuss the stability of a dynamical systems subject to structured or unstructured
perturbations.

In various economic models the D-stable matrices appears in input-output setting, for example,
consider Leontief production model. The D-stability theory analyze the robustness and perfor-
mance of equilibrium states across an economy models. The input-output matrix corresponding to
an economic model is a D-stable matrix suggesting that the economy can withstand across various
changes to factor productivity. The D-stable matrices does appears in economic growth models.
An interesting example could be multi-sector growth models. Mathematically, D-stable matrices
represent the Jacobian of an equilibrium state corresponding to a macroeconomic systems in order
to study stability. This further analyze the interactions among various sectors of the economy, for
example, consumption, production, etc.

The structured D-stable matrices, and structured additive D-stable matrices have very many
important properties and are of interests of research in many research directions but not limited to
science and engineering. This particularly includes study and analysis of mathematical techniques
in economics, dynamical analysis of population models, analysis of neural networks, electrical en-
gineering, and the control engineering, we recommend interested reader to see [2-9] and the
references therein. The interconnection between structured singular values, and D-stability anal-
ysis for a class of real-valued n-dimensional square matrix as presented in a great detail in [10]. A
more simpler condition to analyze the strong D-stability was derived in [11].

The H-stability analysis, and H-semistability analysis being as two strong and effective notions
of structured matrix stability were studied in [12]. Theoretical results were established for study of
both necessary, and sufficient conditions to a given matrix to be structured H-stable or structured
H-semistable. The study and analysis of H-stability does imply the stability for continuous-time
linear dynamical systems. The H-stability has various important applications in engineering
discipline, this includes but not limited to: Control engineering, electrical engineering, mechanical
engineering. Furthermore, H-stability allow to study the modeling and analysis of economic
problems. The H-stability implies that coefficient matrix to given linear dynamical system may
have negative real parts for all of its eigenvalues.

The D(a) structured stability for choice of a = (a1, ay, - - -, ap) was studied by Khalil and Koko-
tovic[13,14]. The study and analysis of D(«) stability is effective to very many important dynamical
problems, for instance, time-invariant multi-parameter singular perturbations problems, specially,

the dynamical systems represented by mathematical equation of the form E(¢€)z = Dz.
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2. STATE-OF-THE-ART METHODS TO COMPUTE U-VALUES

In this section, we present review on some of well established mathematical techniques for
the computation of u-values. This includes to review three types of mathematical approaches:
An exact computation, approximation techniques, and geometric based techniques to compute

p-values and its lower and upper bounds.

2.1. Feedback systems analysis via structured perturbations. A more generic technique to dis-
cuss and analyze the stability and instability of time varying linear dynamical systems which are
subject to structured uncertainties consists upon generalized spectral theory of structured ma-
trices [15]. This theory addresses a class of norm-bounded kind of uncertainty problem. For a
given matrix M € C™" or R™" having a block diagonal perturbation structure, a mathematical
function associated with it is the computation of uy-value. The p-value provides both necessary
and sufficient conditions to structured perturbation problems subject to structured or unstructured
uncertainties. A number of algebraic and geometric properties for y function were developed over
a long period of time while developing numerous mathematical techniques. These mathematical
techniques were developed in order to determine the p-value in some particular and an important
cases. Further, for a better understanding, a detailed discussions was provided on the computation
of p-values.

Block-diagonal uncertainties: The analysis consisting of computation of singular values estab-
lishes a framework in order to develop the multi-loop generalizations to the classical single-loop
mathematical techniques. The singular value techniques have their own limitations, for example,
the analysis of linear multi-variable feedback system with two multiplicative uncertainties does
appears at the input stage, and the output stage of dynamical system.

The dynamical system may be isolated at two perturbations/uncertainties resulting a single per-
turbation having two-block-diagonal structures. Then the block-diagonal perturbation is written
as a one full matrix perturbation.

The differential sensitivity analysis to singular values at a single point relative to perturbations
at other points is an extension to singular values. But, this does not holds true for the case of large
perturbations, and finally this yields to directional sensitivity information.

The matrix problem to determine both necessary and sufficient conditions in such a way that
Ai(I+MA) # 0, Vi. The partial solution corresponding to general block-diagonal perturbation,
and its solution to three or fewer blocks is presented in [15].

A number of important properties corresponding to u-value are provided in [15], these proper-
ties include:

P; : For any matrix A, ug, (A) = 0.

P, : For any matrix A, and ¥V a € C, up, (@A) = |alup, (A).

P3 : up, (AB) < 01(A)us, (B), with 01 (A) being as largest singular value of matrix A.

Py :up,(A) =01(A), YV AeBs.

w
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Ps : Let Ag = {AI : A € C}, the block-diagonal structure, then up, (A) = p(A), with p(A) being
as spectral radius of matrix A.

Pg : For A = {Ag : A € C""}, then uj (A) = 01(A).

Py : Sup up, (A) = l|Alleo-

Pg : For A = {diag(A, 0z, -+, Ay) @ Aj € €, then pp(A) = pa(D7MD), D = {diag(dy,- -
., dn), |dil > 0}.

Py : For Ag = {diag(A1, Dy, - -+, Ay) = Aj € C"), then p(A) < pa,(A) <o1(A).

Py : From Pg, and Py, we obtain an inequality pa(A) = pa(D7'AD) < inf 01(D7'AD). The inf
must be taken over D.

In [15], for the differentiability properties of singular values, the necessary tools were developed
for the analysis and approximation to the gradients of singular values. The following novel results

on the computation of pi—values were established and analyzed.

Theorem 2.1. The structured singular value is exactly equal to 1 if and only if 0 € Vo (M), with Vo(M)
defined in [15].

Theorem 2.2. The computation of largest singular value is exactly equal to its structured singular value if
and only if 0 € Co V,, with Co V, defined in [15], and n < 3.

We refer [15] to see two numerical examples, and a detailed discussions for the computational

and numerical testings.

2.2. An iterative method to yield the lower bounds of u. A novel iterative method for the
approximation of u-values was developed in [16]. The numerical method consist of two-level
algorithm. That is an inner algorithm and an outer algorithm. The main objective in the inner
algorithm is the formulation and then solving a system of ordinary differential equations (ODE’s).
The system of ODE’s is corresponding to an optimization problem which is induced on the
manifold defined by the structure. In outer algorithm, an iteration technique, in our case a fast
Newton’s iterative scheme is utilized for the approximation of desired perturbation level which is

denoted with e. The inner-outer algorithm computes the p-values from below instead of above.

2.2.1. Inner-Algorithm. Theorem 2.3 is to compute an admissible perturbation A € B*, with B*
being as the set of block-diagonal structured uncertainties consisting only pure type of complex

perturbations. We further refer to see [16] for the definitions of sets of block diagonal matrices.

Theorem 2.3. Let Ayt = diag (611, 0211y, -+, 02ys; A1, Az, -+, AF) | Aopilla = 1, be a local extremizer
of structured spectral value set AB(M). Additionally, we suppose eMAgp: has a largest simple eigenvalue
A = |Ale'Y, 0 < 0 < 2m with right and left eigenvectors denoted as x and y. These eigenvectors are then
scaled so that s = e%y*x > 0. Also, consider partition the eigenvectors given as

T
— (5T ... 5T 5T T
x_(xl, 1 Xgr Xgi1r ’xS+F) ’
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and

— Aty — (5T T. T T
z—My—(zl,--~,zs,zs+1,~~-,zs+P).

We consider zxe #0, ¥ k=1,2,---,S and |lzg1pll2 - IXs4nllo #0, ¥ h =1,2,--- ,F. Then, this further
yields that |6)) =1, Yk=1,2,---,S,and ||Ayl, =2,V h=1,2,--- ,F.

An important conclusion [16] is to replace the total number of full blocks having a rank-1
structured matrices. This further enable us to work with matrix Frobenius norm rather than
working with matrix 2-norm. The reason to work with rank-1 matrices is that the matrix 2-norm,
and matrix Frobeneius norm turns out to be exactly the same. This finally helps to search for al

local extremizer too.

Theorem 2.4. [16] Let Aoy = diag (011, 021y, -+, 021rs; A1, Az, -+, AF) be a local extremizer. Suppose
the non-degeneracy conditions for all full blocks holds. Then, for each block of Ay, possesses singular value
which is being an exactly equal to 1, and the corresponding singular vectors are
ZS-+h XS+h
, vy = ;  for
Bsle " sl

Further, matrix valued function of the form

up =y [yul =1.

A* = dlag (6117‘1/ 6211’2/ Tty 6217‘5; ulvir Tty MFV;)
is a local extremizer, implying that p(eMA,p) = p(eMA.).

The system of ordinary differential equation (gradient system) is constructed and was solved
in [16]. The optimial solution to the gradient system of ordinary differential equations yields a

local extremizer on manifold B*:
A = D1Pp:(zx") —= DA,

with [lx(#)ll; = 1, and is corresponding to simple eigenvalue (with algebraic multiplicity 1) A(t)
of the perturbed matrix eMA(t), € > 0. The diagonal structured matrices D1 (), D>(t) depends on
A(t), and Pp-(zx*) is being an orthogonal projection of the structured matrices zx* on B*. Finally,

stationary points of A(t) are computed with following Theorem 6.

Theorem 2.5. [16] Let A(t), and assume that A(t) be the maximum and simple non-zero eigenvalue
corresponding to the perturbed matrix eMA. Let x(t), y(t) are right and left eigenvectors. Further, we
consider that z(t) = M*y(t), then

L0 =00 AW) = 0o Al) = DPy (z() ¥ (1),

for a diagonal structured matrix D € B*. Additionally, assume that if z(t) has maximum modulus over the
set AB" (M), then D is a positive diagonal matrix.

The new mathematical results for computation and analysis of lower bounds of u-values corre-
sponding to a class of mixed uncertainties, that is, both real and complex uncertainties and even

for more general cases are presented and analyzed in [16].
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2.2.2. Outer Algorithm. For the case of outer algorithm, the following result is given in [16] for the
computation of a change in A(e) with respect to € > 0.

Theorem 2.6. [16] Let A € B*, and A(e), € > 0 is a simple and largest eigenvalue corresponding to
perturbed matrix eMA(€). Consider that x(€) and y(e) are right and left eigen-vectors corresponding to
matrix function eMA(€). Consider that z(e) = M*y(€), then

die)l 1 s ) F
e [yerx(@) ;'Zi(e) xi(€)+ Y [lzssi(e)] llysj ()l > 0.

j=1

For numerical statistics, the numerical results obtained in [16] are compared with Matlab func-
tion mussv. The numerical testing confirms the better results for the approximation of lower

bounds obtained in [16] than with mussv.

2.3. A nonlinear programming technique based methodology to compute lower bounds of real
u-values. A novel mathematical formulation for approximation of real u-values as a mathematical
problem for a non-linear programming problem was developed in [17]. Further, a mathematical
optimization technique known as F-modified sub-gradient (F-MSG) was developed for the compu-
tation and analysis of the bounds (from below) of real u-values. The F-MSG algorithm is applicable
to a much greater class of non-convex programming models, and this is given as follows:

For given € > 0 a small non-negative parameter, and 1 denotes a compact hyper-rectangular

domain given as
(51,62,"' ,5m,/\1,/\2) €n with 51',A]' e R.

The mathematical quantity ps (M) is obtained in following two steps.

Step-1:
Mings, .. 5,,, 11,02) MaX; (101 + (A} +A3)) A
so that
fr(61,-++ ,0m) — AL =0,
fildy, -+ 0w) = A =0,
(01, ,Om, A1, A2) €.
Step-2:

else.

The penalty parameter A > 10° is fixed. In step-1, the powers are chosen to be r € {2,4,6,---} and
p€11,3,5,---}. Also, algorithm make it possible to study stability analysis of pendulum (inverted),

and it approximate real p-value lower bounds.
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This algorithm further generalizes the modeling associated with the problem under considera-

tion. For matrix function M(s), the definition of y-value can be generalized as

pa(M(s)) = Sup pa(M(iw)),

where "Sup" is taken over w € Ry, Ry represent the closed interval [0, 0], and i = V-1. The
matrix function M(s) is known as a transfer function, while w denotes the frequency. The u-value
can be computed at various discrete levels of frequencies [wr, wy] € R4 In such case, the y-value

is obtained by maximizing over w € [wr, wy], means that,
ua(M(s)) = max pa(M(iw)).

The solution to above given mathematical optimization problem is given with following F-MSG
algorithm.

F-MSG Algorithm: The F-MSG algorithm was first developed by Karimbeyli. The aim was to
develop a generalized version of modified sub-gradient algorithm. The F-MSG algorithm is with
the help of following steps:

Initialization step: Take Up such that Ug >> [6;] Vi = 1 : m, and sufficiently small €1, € > 0.
Furthermore, take Lp = 0, and also let g a positive real number.

Step 1: Choosen = 1;

Step 2: Choose (v],c!) with o € R*!, ¢! > 0, and ¢(1) so that 0 < ¢(1) < g. Take H, =
%, j =1, and then go to Step 3.

Step 3: For (v}, c}), solve the constraint problem:
Determine K € Q) so that L(K, vt c;l) = f(K) + c;?||h(K)|| - v’]?h(K) < H,.

If solution to the problem does not exist, then jump to Step 6. If solution to the problem does

exists, then jump to Step 5, otherwise move to Step 4.

Step 4: Update (v}, c]) wile taking
U;lJrl = U;’ — Oéh(Kj), C?Jrl = C’; + (1 —+ a)ijh(Kj)”,
with p;, a positive scalar step size chosen as to be
da(H, - L(K;, v%,c))
0<p; = I
(@ + (14 a)? I (K})IP)

witha >0, 0< 6 <2.

Step 5: Set up Up = f(K;). If &2 > Up —Lp, ua(M) = ULB, and STOP; otherwise consider
n =n+ 1, and go back to Step 2.

Step 6: Setup Lg = H,,. If e; > Up — L, pa(M) = ULB, and STOP; otherwise let n = n + 1, and
jump back to Step 2.

In algorithm, the quantities Lg, and Up denotes both lower and upper bounds of u-values to

mathematical optimization problem

min f(K).
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The constraints are takenas h(K) = 0, K € Q, withK = (01, -+, 0m, A1, A2), f(K) = max;(6;) + (A} +
ADA, h(K) = [l (K)h2(K)]T with hi(K) = fr(61,82,-++6m) = AL =0, ha(K) = fo(81,+ -+, 6m) — A =
0, and Q) is a large compact hyper-rectangle with values of K.

Theorem 2.7 show that if the value of Hy, is feasible to obtain, then the sequence K; of the optimial

solutions to problem in Step 3 will start to converge to a solution of primal problem.

Theorem 2.7. Consider () denotes a compact set and assume that f and h are the continuous functions
defined on the set Q). Let pillh(K;)|| + c;‘ - ||v;?|| > ¢(j) holds. Then, ||h(K;)|l — 0as j — oo, for each
H,>Hif{Kj}, j=1,2,---

Theorem 2.8 gives the convergence for the F-MSG algorithm.

Theorem 2.8. Consider (Kj,vj,c;) is an iteration obtained at steps 3 and 4 of the F-MSG algorithm for
H, = H. Let {h(K;)} represents a bounded sequence, and each (vj1,cj+1) is obtained for 6 = 1. Also,
if steps 3-4 produces an infinite sequence L; = L(K;,vj,c;) of Augmented Lagrangian, then L; — H as

j—)oo,

2.4. Geometrical formulation of bounds of u-value. The geometrical interpretation is presented
in [18] for the computation and analysis of the lower bounds of p-value. The set of block-diagonal
structured matrices under consideration is with pure real types of uncertainties. This geometrical
approach is to reset the parametric search space. This parametric search space is independent
from the number of parameter repetition in the structured uncertainty matrix. An algorithm
was presented which combines randomization and optimization methods to deal with the u-
value problem under consideration. This algorithm was successful to deal with two extremely
challenging and hard higher-order real p-analysis problems taken from the field of aerospace and
system biology.

The geometrical analysis to subset of given uncertain parametric space must satisfy the singu-

larity constraint in the p-value lower bound:
det(I, — M(iw)A),

where det(-) represent the determinant of a given matrix, and i = V-1, denotes an imaginary unit
while w € R, the frequency. The symbol A represents the diagonal matrix denoting the structured
uncertainty from the set of block-diagonal structured matrices A.

The singularity condition can be written in both real and imaginary parts, means that,
fr(A) = Refdet(I, — M(iw))A},
fi(A) = Imgldet(I, — M(iw) ) A},
with A € A = {diag(611,,,- -, Oply,) : 6; € R}, r; is an element from set of the natural numbers,

the positive real integers, and I, is r; X r; denotes an identity matrix for i = 1 : p. The singularity

condition may be formulated as follows, that is,

Fr=1{A€A: fr(A) =0},
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Fi={AeA: fi(A) =0},
and then y—value is re-defined as

yA(M) = m, if FrNFp # qb,
otherwise it is exactly equal to 0.
For given A = 0, the det(I, — MA) = 1, and as a result fr(0) = 1, and f;(0) = 0. This further
implies that the manifold F; must passes through the origin. On the other hands, the manifold Fr
must not passes through the origin. We refer to see [18] for a complete discussions to solution and

the formulation of geometrical problems, examples, and applications.

2.5. Gain-based lower bound technique for mixed u-problems. A new mathematical technique
for computation and analysis of the lower bounds of both real and mixed p-problem was presented
in [19]. This mathematical technique make use of worse-case gain to the numerical approximation
to real blocks, and the power algorithm to determine the number of complex blocks. The numerical
testing provides tighter bounds for u-values. The gain-based lower bounds algorithm (LBA) is
capable to compute an exact real u-values in relatively lower dimensions. Also, it has an ability to
switch over to worst-case gain search for the class of larger-dimensional mathematical problems.
Gain-Based Algorithm (GBA): Let M € C"®"'®, then the problem for computing tighter lower
bounds for the case of pure real py-values, means that, pia, (Mg), having Ag := {A = diag(611,, - -
-, 0I),) : 6; € R}, MR is the complex-valued structured matrix with R representing the real block
structure being employed for the computation of u-values. Itis evident from Definition of u-values
that Ag must satisfies det(I — MrAg) = 0, and in turn yields a lower bound @ which is bounded
by pag(Mg). This further implies the existence of z € C"™®, w € C"® satisfying z = Mgrw, and
w = Agz. These equations can be represented with the help of Linear Fractional Transformations

(LFT) F,,(Mg, Ar) with z, w representing an output of M and Ag.

An algebraic equations: [Z] = Mg [Z)l , w = Agz, and
e

- Mg i
MR = T K g ’
lk M R 1
with d, e € C, denoting the scalar disturbance and an error signals, respectively. Furthermore, these
set of algebraic equations are also of well-posed nature. The external disturbance corresponding

to an error signals relation is obtained by e = F,, (Mg, Ag)d if det(I — MrAR) # 0.

The GBA main aim is to solve following mathematical optimization problem:
max IFu (MRAR>|1

with max is being taken over Ag, G(AR) < uj, Y represents the lower bounds of p-values. The
mathematical optimization problem is non-convex and its objective is to search for the global

maximizer. The search of such a global maximizer may be computationally expensive. Theorem
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2.9 establishes two interesting linkages between d — to — e gain and the distance of matrix (I - MrAR)

to singularity.

Theorem 2.9. If Aa Ag so that det(I — MrAR) # 0, and |F,(Mg, Ar)| >y > 0, then we have that:
1.3a6€eC, 10 < % so that det(I = MRAR — 6ixi} ) = 0.
2. The smallest singular value o yin (I — MRAR) < )1—/

Input: Mg € C"", Agr, uy, I
Initilize Ibg,e = 3, and ent = 1
while cnt < Nyy AND Iy < uy, tolstop
by = Ib + (up —1p) gy,

k := mod(cnt —1,ng) +1

_ Mg i
M=,
lk MR 1

AR ry := arg max|F, (Mg, Ag)|
if rcound(I — MRAR try) < tolyeq

|
lb - G(AK,try)
AR = AR,try
lbfac =3
else

10 fac

Ibfoe := max(z5, —-)
end
cnt =cnt+1
end

Return: = Agr
Algorithm 1: The GBA for real u lower bound

2.6. Computation of 1 via Moment LMI relaxation technique. A novel algorithm consist of
Moment Linear Matrix Inequalities (LMI) is presented in [20] to determine p-values from above
subject to different types of uncertainties, for instance, a mixture of both real and complex uncer-
tainties. The main idea was to re-formulate u-values approximation as a non-convex polynomial
optimization problem. In turn this yields convex mathematical optimization problems with help
of the moment relaxation methodologies. The experimental results show numerical computation
and behavior to the bounds of p-values. It was observed that this yield more tighter lower bounds
as compared with Matlab function mussv.

The uncertainty A possesses a block-diagonal structure, and is defined in [20]. The constraint

2] A>0
AH T '

Al < » may be re-written as follows
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Input: M, A, uy, I

Initilize Ibg,. = %, and cnt =1
while cnt < Nyy AND I, < uy, tolstep
by = Ib + (up = 1p) gy,

k :=mod(cnt —1,ng) + 1

_ M ]
Mg = . R Ik
Zk MR 1
ARjtry 1= arg max|F, (Mg, Ag)|
if rcound (I — MRAR try) < tolye
h=-—21—
U(AR,try)
b fac = %
else
MC = Fu (M, AR)
Power iteration on Mc to find Acy
Atry = diﬂg(AR,try/ AC,try)
if rcound(I = MAyy) < tolcompiex AND G(A;”) > 1b
Ib:= —L— Return:=A,Ib »
U(Atry)
Algorithm 2: The GBA for mixed u lower bound

Theorem 2.10 provides both necessary as well as the sufficient conditions for robust non-singularity
of the perturbed matrix (I - MA).

Theorem 2.10. For a given r > 0, non-negative real number, the perturbation matrix I — MA must have
one of its eigenvalue to be exactly equal to zero for all possible uncertainties A if and only if the optimal

solution to mathematical optimization problem (given bellow) is

max ||x|3, s.t (I-MA)x =0 °LoA >0
2/ . - 7 AH I .

Here, the max is taken over x € C%2, and A € A, A having the block-diagonal structure.

Result: The p-value of a given matrix M w.r.t uncertainty A is given as
1

N

with t* is an optimal solution to mathematical optimization problem:

r’I A
t'=mint st t>0, x5 =% (I-MA)x =0, > 0.
2 AH T

Note that here X > 0, can be chosen an arbitrary, and the min is taken overt € R, x € C*2, A € A.
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Theorem 2.11 show how the convergence of t* is the computation of u-values.

Theorem 2.11. The following results are true:

1. h>1, t be the lower bound of t*, means that, t, <t
2. t) converges to t*, from bellow, means that, h <t S t, and limy,_, o t

3. For every h > 1, det(I— MA) =0, YA € A.
Also, u; (M) < —-— < L and limy,_,oo 4= = uz(M).
50 “A( ) t;z+1 \/t_;, and limy \/i tuA( )

=t

For further and a complete details on approximation to lower bound and numerical experimen-

tation on p-values, see [21], and the references therein.

3. STABILITY AND D-STABILITY ANALYSIS OF TRANSPORTATION MODELS

The Hitchcock-Koopmans transportation problem is a well-known mathematical optimization
problem which focuses on minimization of the objective function. This objective function is
basically the transportation cost obtained from multiple sources corresponding to multiple desti-
nations. The novel results on the spectral properties of structured matrices appearing in Hitchcock-
Koopmans transportation problems are given in [43]. The results on the computation of singular
values are obtained with use of various mathematical tools from linear algebra and matrix analysis.
Furthermore, some new results are derived on the interconnection between p-values of pseudo-
inverse and D-stable structured matrices corresponding to Hitchcock-Koopmans transportation
models. The numerical testing show overall behavior of the singular values. The use of Matlab
EigTool is for the computation of pseudo-spectrum corresponding to pseudo-inverse matrix for

transportation model.

3.1. Singular values for Hitchcock-Koopmans transportation problem. The Hitchcock-
Koopmans transportation problem was developed by Hitchcock in 1941. This method was also
investigated by Koopmans in 1947 too. From application view point this problem was applied to
simplex algorithm given by Dantzig in 1951. For given m numbers of origins and n numbers of
destinations, the Hitchcock-Koopmans transportation problem main objective involve the study,

analysis, and then to solve following mathematical optimization problem:
minfcTx : Mx = g, lya=1,b, x>0},
with min is taken over x, Also,

T

a al/a2/ o '/am]/ bT = [blleI Yy bm]/ xT = [x11/x12/ o 'rxmn]/ CT = [C11/C12/ Tty Cmn]/

and gT = [aT : bT]. The coefficient matrix M has the following form
M _ 1;1 ® Im )
I,®1,

with I, is m-dimensional identity matrix, 1, denotes 1 x m vector of all 1’s. Also ® denotes

kronecker product.
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A mathematical relation between eigenvectors of matrix products M*M and MM' was de-
veloped in [33]. The Moore-Penrose inverse M" to a given matrix M was obtained in [34] as
follows ,

Mt = — (ml,f@ ((m+n)Ly = Jw)n((m+n)l,) — ], ® 1%),
with [, as an m X m matrix of all 1’s, thatis, [, = l;lm. Furthermore, we have

1
+ T _ _
MM =1 mn(nln Jn) ® (mly = J),

with [ - MM, a symmetric and idempotent matrix. The relation between eigenvectors of matrices
Jn, Jm, and I — MM was developed in the Theorem 3.2 [33].

Theorem 3.1 gives Moore-Penrose inverse for a given matrix M.

Theorem 3.1. Consider n-dimensional real-valued matrix M € R™". Then, the structured matrix M7 is
the Moore-Penrose inverse which must satisfy the matrix equation given as

M = MM"™M.

Theorem 3.2. Consider v; denotes all eigenvectors of matrices |, and uy, the eigenvectors corresponding

to J,. Then eigenvectors corresponding to eigenvalues with algebraic multiplicity 1 of matrix I — MM are
0; = uj & Xi,
withj=1:n-Lk=1:m-1,i=m+mn,---,(m—-1)(n-1).

Definition 3.1. The singular values are the positive square roots of eigenvalue corresponding to matrix

MTM, where T represent the transpose of given square or rectangular matrix M.

Theorem 3.3. Consider n-dimensional real-valued matrix M € R™". Then A unitary matrices U, V, and a

diagonal matrix ¥ so that the matrix M may be decomposed as
M=UZV"
Furthermore, the singular values (non-zero) of M appear along the main diagonal of X.

Corollary 1 [33]. Let {a1,az, - -, amin-1} and {b1, b2, - - -, by yn—1} denotes the sets of eigenvectors
corresponding to eigenvalues of structured matrices MMT and MTM. Let 61,0, -, Opin—1 are

singular values of given matrix M. Then,
MM a; zofai, i=1:m+n-1,
MT Mb; zafbi, i=1l:m+n-1.
Corollary 2 [33]. The eigenvectors a; for the eigenvalue 0 and m + n are
JmXi = mxi, Jnyi = nyi.
The eigenvectors for eigenvalues m and n are obtained as

Jmxi = 6/ Jnyi = 6
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Here, x; are m X 1 vectors and y; are n X 1 vectors.

Consider M = (M*M)~IM" be the Moore-Penrose inverse matrix of the given structured matrix
M, and = represent complex conjugate transpose. Further, let M*(MM*)~! represents right inverse
of the given matrix M. Theorem 3.4 is about to discuss an orthogonality corresponding to leading

singular values.

Theorem 3.4. [43] Let (M*M)~'M* and M*(MM*)~! be n-dimensional given matrices. Let {0;}, Vi =
1 : n denotes a sequence of singular values having {v;}, and {0;}, Yi = 1 : n as left hand singular vectors
and right singular vectors so that |[vill, = 1 = ||9ill2, and {u;}, and {@i;}, Yi = 1 : n denotes both left hand
singular vectors and right singular vectors for {G;} so that |[ujll, = 1 = ||il|>. The leading singular vectors
vy and uy are orthogonal to the singular values o1 and 61. Then, any non-zero vector o = {91, 0y, - -, 0y} is
an orthogonal to a vector e, = # (1,1,--, 1)T and is not necessary to be a singular vectors corresponds to

o1 and 61.
Proof. Consider the singular value problem
M7 = 07,

with o being as a singular value to given matrix M, and is corresponding to singular vector 3. The
vector 7 is not essentially a singular vector to singular values o1 and 6. The matrix times vector

M?3, may be reformulated as

my101 + mip02 + - - M1, 0y

Mp101 + Mp20 + -+ MOy
Consider ), on the components of vector M7, this yields

m1101 + myp0p + - - M1,y

Y (mo) =) =01 ) (md)+-++0, ) (min) = 01(01) + -+ + 04 (01).

My101 + M0 + - - My Oy

Z(MU) =0 Z(v)

By considering }’ of right hand side of Mv = 0v, we obtain

Z(ov) = aZ(v).

Finally, from last two equations, we conclude that

(0-01) =) (v) =0.

This further yields,
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In turn this implies ¢ # 01, and ),(v) = 0. This proves that v = (v1,v,,- -+, v,) is orthogonal to

vector e, = —= (1,1,--, 1)T. The vector ¢, is not necessary a singular vector for singular values o1

Vi
and 6. m]
Theorem 3.5. [43] Consider that (M*M)~'M* and M*(MM*)~" are n-dimensional matrices, and assume
that o; and G6; are leading order singular values to singular vectors v; and 0;, respectively. Further, assume

that

1
2av10] M (MM*)™! + aly,

7

X [(M*M)—lM* +al, 206,07

where I, is an identity matrix, a be any scalar. The computation of singular values of matrix M not possesses
the leading most singular values corresponding to structured matrices (M*M)~'M* and M*(MM*)~'. The
leading singular values o1 and &1 does appear along the diagonal of My having

N 3 0
Mlz(a—i—al )
0 0(—61

Proof. Assume that the singular value problem can be written in following form
MU,‘ = (61 —|—0()Ui, Vi=1:n.

Consider that 1,02 +a,03 + @, -+, 0, +a,and ﬁz,éz +a,635+a,--,0, —|—awithﬁ,ﬁ eBa+oy,a—

61} be the singular values corresponding to matrix

A

0 a—01

B3a+0; O ]

For singular values 0;, Vi = 2 : n, singular vectors may be written as [v; 0]7, Vi = 2 : m.
On the other hand for the singular values 6;, ¥i = 2 : n, the singular vectors may be written as
[0 ©;]T, Vi =2 : n. This further implies that singular vectors corresponding to M may be expressed
as [Biv; pi0:)T. Finally, we have that [8; fi], Vi = 2 : n are the singular vectors corresponding to

singular values o1 + 3a and a — 6. m]

Theorem 3.6 show theoretical results on the computation of singular values corresponding to a

given matrix and these may not depend continuously on the entries of the same matrix.

Theorem 3.6. [43] Consider n-dimensional matrices My = (M*M)™'M* and My = M*(MM*)~L.
Suppose that limy_,(My) = M, and g = min{m, n}. Furthermore, let 61(M) > o2(M) > --- > d4(M),
and 01(My) > --- > 04(My) are the non-increasing singular values of structured matrices M and M,
respectively for k = 1,2, - - -. Then, limy_,, 0;(My) = 0;(M) foralli=1: 4.

Proof. Consider that k; <k, < -- - is the sequence of some positive integers. Let € > 0, we have
max|o;(My;) — 0;(M)| > €,

with the max taken overalli =1:g4.
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The singular value decomposition of My, is
Myj = UkiZki Vi,
where Uy, and Vy; be the unitary matrices, and %, is a diagonal matrix with structure
Skj = [01(Myj) - - 09 (Myj)]"
Then,
i e = Jm Uy Mg Ve = (Jm Uy, )

r—00

The matrix product UMV be a non-negative diagonal matrix. By the uniqueness of singular
values of given structured matrix M it implies that Diag . = [01(M), 02(M), - -, 04 (M)]T, which is

lim Mk]‘,,) (11m ijr) =Uumv.
r—00 7—00
clearly a contradiction with the following inequality
maxlo;(My;) — 0;(M)| > €.
]

Now, we give the numerical illustrations on approximation of singular values, and pseudo-
inverse of transportation matrices.

Example 1. We take a 7 X 5 transportation matrix (a.k.a staircase matrix) from [35].

1110000
1110000
M=|0 01 1 1 0 Of.
0011110
000O01T171

The graphical interpretation of singular values and pseudo-inverse are shown in Figure 1.

3D Surface Plot of Pseudo-Inverse of Matrix A

Singular Values and Pseudo Singular Values

—@— Singular Values

- B - Pseudo Singular Values

@
Value

Columns

Ficure 1. The graphical interpretation of singular values and pseudo-inverse of M
in Example-1
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Example 2. We take 7 X 5 transportation matrix (a.k.a distribution matrix) from [35].

<

I
c o o o B
c o o N O
o~ B» O
o = N O O

The graphical interpretation of singular values and pseudo-inverse are shown in Figure 2.

3D Surface Plot of Pseudo-Inverse

Singular Values and Pseudo Singular Values

—@— Singular Values

= B _=Pseudo Singular Values

Value

2

4 P

1 1.5 2 25 3 3.5 4 4.5 5 Columns

Ficure 2. The graphical interpretation of singular values and pseudo-inverse of M

in Example-2

Example 3. We take 7 x 5 transportation matrix (a.k.a distribution matrix) from [35].

16 08 16 0 0 0 O
24 12 24 0 0 0 O
M=]10 0 06 18 06 0 O
0 04 12 02 02 O

0O 0 0 0 12 12 06

The graphical interpretation of singular values and pseudo-inverse are shown in Figure 3.

3.2. Structured singular values for Hitchcock-Koopmans transportation problem. We present
novel mathematical results on the computation of u-values for structured matrices which does

appear in Hitchcock-Koopmans transportation model. We use various mathematical tools from

linear algebra, matrix theory, and control to provide a detailed analysis on p-values.

Definition 3.2. The given M € R™" is a stable matrix if all real parts of its eigenvalues (or spectrum) are

strictly positive, means that Re(A;(M)) > 0.
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3D Surface Plot of Pseudo-Inverse

Singular Values and Pseudo Singular Values

—@— Singular Values 3 -
4 - B —Pseudo Singular Values

(]

o
Value

=)

25
2
15
1
05
0
05

i -1
-15

34 L

1

0.5 2 o & -2
3 4
. * 2

1 1.5 2 25 3 3.5 4 4.5 5 Columns & D Rows
Ficure 3. The singular values and pseudo-inverse of M in Example-3

Definition 3.3. The given M € R™" is structured D-stable matrix having all real parts of eigenvalues (or
spectrum) of matrix product MD are strictly positive, means that Re(A;(MD)) > 0, where D = diag(d;;) >
0,foralli=1,---,n.

The p-values for a given M € R™" w.r.t set of block-diagonal structured matrices A, having
A= {dlllg (511r1,62172,- . ~,651,S;A1,A2,' e, AF) : 51' € IR(C), A]' € ]ij,m]-’ i=1: S; ] =1: F},

with K = R(C), is the approximation of largest singular value of A € A. The y-value is denoted
with y, and for M € C"", and 4, it is defined as (see [15]):

A A A -1
ua(M) = (min{l|All : det(l, -MA) = 0, VA € A})
with the min taken over A € A, and s (M) = 0 if det(I, - MA) #0, VA € A.

Remark 3.1. The block-diagonal structure A may be connected with multi-index of some given positive

integers.

Remark 3.2. The number of the full blocks in block-diagonal structure A may be considered as a class of
pure real blocks uncertainties, pure complex blocks uncertainties or a combination of both real and complex

blocks uncertainties.
These blocks can be chosen as rank-1 matrices.
Remark 3.3. Fora given a € C, pp(aM) = |a|pua(M).

Corollary 3.1. [15] The py-values (M) is exactly equal to the computation of spectral radius p of VIMW,

means that
ua(M) = p(VIMV),

where V, W are with the block-diagonal structures.
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For a given M € C"", the p-value ux(M) may be taken as the computation of spectral radius p
of MA, A€ A.

Lemma 3.1. For a given matrix M, and a set with the block-diagonal structure A,
ua(M) = maxp(MA),
with max chosen over A € A.

The following theorem 3.7 (see [10]) is a known mathematical result on the computation of
D-stability for a given matrix. This does involve computation of strictly positive real part of
all eigenvalues (or spectrum) of matrix product corresponding to a given matrix with a positive

diagonal matrix.

Theorem 3.7. Let all diagonal elements of a given matrix M are negative. Further, assume that there are no
negative off diagonal elements. D = diag(d;;), the matrices M, and DM are stable, then D = diag(d;;) >
0, Vi.

The following theorem 3.8 is a characterization of D-stability. It further links the bridge between

p-values and D-stable matrices.

Theorem 3.8. Let given matrix M is an n-dimensional matrix. Then matrix M is a D-stable matrix if and

only if M be a stable matrix, and
0 < pa(il, + M) (i, - M) < 1.
Theorem 3.9. [43] Let (MM*)~'M" is a n—dimensional complex-valued structure matrix. Then
0 < pa((I + (MMM, — (MM)™IM*)) < 1.

Proof. We make use of definition and basic concept of D-stability of a matrix to prove our results. For
a given matrix M, the matrix (MM*)~"'M is D-stable, that is, Ax(I,, + (MM*)*Mp) # 0,Vk =1 : n,
with P = diag(p11,p22, - --,Pun) > 0. Consider that P = (I, + R)™'(I, = R), VR € A, then we have

(I + (M*M) M (I, + R)™ (I, = R)) # 0,Yk = 1 : n, ¥R € A.
This further yields that
Me((Iy + (MM) M) 4 (I, = (M*M)"IM*R)) £ 0,Vk = 1:n,VR € A.
As,
k(L + (MM) M) # 0 ~ A (I + (MTM)"IMY) + (I, — (M'M)'!M*R)) # 0,VYk = 1:n,YR € A
Thus finally, we have that

0 < pa((Iy + (MM MY, — (MM*)7IM*)) < 1.
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Theorem 3.10. [43] Consider that for given M, the matrix (M*M)~'M* is an n-dimensional complex-
valued matrix. Then we have 0 < up(A) < 1if (M*M)~'M* is D-stable matrix, where

A = (il, + P(M*M) "M + M((M*M)™1)*) (i, = P(M*M)"'M* = M((M*M)™1)*P)
with P = diag(p11,p22, -, Pun), pii >0, ¥i=1:n, i = V-1.

Proof. For matrix M, the modified matrix (M*M)~'M" is a D-stable matrix if Re(Ay(P(M*M)~1M* +
M(M*M™)*)) > 0,¥k = 1 : n, for more detail see [36]. In order to prove that 0 < ua(A) < 1, we let
a block-diagonal structure A = (il,, — P)(il, + P)~' with A € A. For all positive definite diagonal

structured matrices, P, the eigenvalues

A (P(M*M)'M* + M((M*M) )P +i(il, + A) 7 (il, - A)) # OVk =1 : n.
In turn this implies that Ay, Vk = 1 : n and this further takes following form
Ae((il, + P(M*M)IM* 4+ M((M*M)~Y)*P) — (i, = P(M*M) " 'M* — M((M*M)™1)*P)A) # 0,YA € A.
Thus we have that,
Ap(Iy = (il, + P(M*M) "M + M((M*M)~1)*P)) (il,, = P(M*M) 'M* = M((M*M)"1)*P)A) # 0, YA € A.
The last expression for the eigenvalues Ay, Yk = 1 : n further implies that 0 < pa(A4) < 1. ]

Theorem 3.11. [43] For given matrix M consider (M*M)~'M* an n-dimensional complex-valued matrix.
Then we have that, 0 < ux(A) < 1if

(M((M*M)™1)*P? + P2(M*M) " !M*)x > 0
for x € C", and for all positive definite matrices P = diag(p11,p22, - - -, Pun) > 0, with
A = (il, + (M'M) "ML (i, — (M*M) M),

Proof. The p-value is determination of the quantity a;,,y > 0 in such a manner that for each P,
matrix inequality
|IP(M*M)~IM*x]|)) -
P
For a given A, 0 < ua(A) < 1if ||PAx]| < ||Px|| for each x € C™, and for a positive diagonal matrix
P. The above obtained inequality holds true if il,, + (M*M)~'M", that is,

IPA(iL, + (M*M)"*M*)x|| < [[P(il, 4+ (M*M) ™ M*)x]|.
Furthermore, we have,
\PAGL, + (M*M)~M*)x|* < |P(il,, + (M*M) ™M) x|,
In turn this further yields that
x((il, + (M*M)"IM*)*A*P*PA(il, + (M*M) ™' M*))x

<
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x*((il, + (M*M)"IM*)*P*P(il, + (M*M) ™M) )x.

The above inequality reduces to

x*((il, + (M'M) M) A*P2A(il, 4+ (M*M)IM*))x < x* (i, + (M*M) " *M*P?(il,, 4+ (M*M)1M"))x.

As,

A = (il, + (M*M)"*M) 7L (G, — (M*M) ™M),
This maybe re-written as
X ((il, + (MM)IM™)* (i, — (M*M) " M) (i, 4 (MM M) P2 (i, + (M M) ™M) 7!
(il, — (M*M)™'M*) (i, + (MM) " M) x — x* (i, + (MM)"IM*) P (il,, + (M*M)™'M*))x < 0.
This yields
x*((il, — (M*M)™*M*)*(iP* — P2(M*M)~*M") — (il,, + (M*M)~'M*)* (iP? + P*(M*M)~'M"))x < 0.
Thus finally, we have
X (M(MM)~1)*P? + P2(M*M)~M*)x > 0,

O

3.3. Numerical Testing. We present comparison on numerical testing for p-values. We use the
well-known numerical algorithms to approximate p-values, this includes: The Matlab routine
mussv, power algorithm (PA) [37], the Gain Based Algorithm (GBA) [19], the Poles migration
Algorithm (PMA) [7], the Non-linear optimization Algorithm (NLA) [38], and an ODE’s based
Algorithm (LRA) given by first author [39]. We choose a class of structured matrices which
appears in the transportation models. The Matlab EigTool is has been utilized for the graphical
interpretation to the computation of pseudo-spectrum of the given structured matrices.

The graphical representations shown in 2-dimensional plane represents the spectrum and
pseudo-spectrum of structured matrices. The black dots around the spectrum and pseudo-
spectrum in each of such figures denotes the field of values (numerical range). The field of values
(also known as numerical range) enclose all the eigenvalues, and pseudo-spectrum of each of the
structured matrix. The visualization for the pseudo-spectrum in the complex plane represents
various level sets of the resolvent ||(M — zI,,)~!|| for the given matrix M. The visualizations of the
level sets paly an important and fundamental role for the analysis of the stability, and robustness
in different applications, for instance, control systems, and fluid dynamics.

Example 1. We take a 4-dimensional real-valued matrix for Traveling Salesman Problem [40].

-1 100
1 100
A= .
0 111
3 021

The numerical testing and comparison on numerical computation to lower bounds of u-values are

as shown in following Table-1.
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The lower bounds approximation to u-values

mussv

PA

GBA

PMA

NLA

LRA

3.9984

3.9992

3.9987

3.9990

3.9988

3.9985

-0.5

=3
-
- ~
-_i_a

""""""

07
-074
-0.78
082
-0.86

o -
wm - wm

Iog1 0(res.o\\.rent normy)

o

~ - -09

-~ -

-1.02
-1.06

1.1

Ficure 4. The pseudo-spectrum of matrix A given in Example-1.

Example 2. We take a 6-dimensional real-valued symmetric circulant matrix for Traveling
Salesman Problem [41].

04161 4
4 04161
A:140416.
6 1 4041
1 61 40 4
416140

The numerical testing and comparison on numerical computation to lower bounds of pu-values

are as shown in following Table-2.

The lower bounds approximation to u-values
GBA PMA NLA
3.9987 3.9990 3.9988

LRA
3.9985

mussv PA
3.9984 3.9992

Example 3. We take a 4-dimensional real-valued matrix taken from [42].

3 5 1 =2
0 -1 5 10

A= .
3 5 1 9
-2 1 6
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Ficure 5. The pseudo-spectrum of A given in Example-2.

\og1 D(res.olvenl norm)

Ficure 6. The pseudo-spectrum of A given in Example-3.

The numerical testing and comparison on numerical computation to lower bounds of u-values

are as shown in following Table-3.

The lower bounds approximation to u-values
mussv PA GBA PMA NLA LRA
16.4123 16.4176 16.4198 16.4183 16.4142 16.4130

4. SPECTRUM AND PSEUDO-SPECTRUM OF D-STABLE STRUCTURED MATRICES IN EcoNoMIc MODELS

The main objective is to construct novel mathematical and theoretical results for interconnections
among structured H-stability and the computation of u-values. The structured matrices under
consideration are squared real-valued or complex-valued.

The following Definition 4.1 is taken from [22].
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Definition 4.1. The given structured matrix A € R™" is known as a structured H-stable matrix if matrix
multiplication HA have all real parts of eigenvalues to be strictly positive for each structured symmetric

positive-definite matrix H.

Theorem 4.1 shows that given matrix A € C"™" is a H-stable matrix whenever H possesses a

structured positive definite matrix.

Theorem 4.1. [44] Consider A,H € C™",H > 0. If the matrix A be a structured H-stable matrix to each
H > 0, then we have that H > 0, the positive definite structured matrix if A is structured H-stable.

Proof. Consider that matrix A € C™" is a structured H-stable for each H. This implies that
Re(A;(AH)) > 0,Vi. Furthermore, we have that H > 0 and it does causes Re(A;(AH)) > 0, Vi for
given A € C"™". From this we conclude that for a given A € C"™", Re(A;(AH)) > 0, Vi and it holds
true only if H > 0, the positive definite structured matrix. m]

Theorem 4.2 yields an interesting theoretical results on the interaction between H-stability and

u-values.

Theorem 4.2. [44] Consider that A € R"™" is H-stable matrix. Then for each H € H*,0 < up (%) <1,
having

Ht={H:A(H)>0,Vi=1:n},

and mathematical notation B represents set of perturbations with block diagonal structure.

Proof. The main objective is to prove that 0 < up (ﬁ) < 1 holds true against each H € H™. Since,
D-stability implies stability which further helps to prove required result. A € R"™" is D—stable

structured matrix iff the given matrix A is a stable matrix and
A -H ,
A #0, Vi
H A

A
As, we know A; ( H ) # 0, Yi. As a result this implies that

Ai(A? - HAT'HA) # 0, Vi,
Thus finally, we have
1 1
/\i(In—EH) #0,2>0< #B(E) <1.

O

Theorem 4.3. [44] Consider that A,H € C™",H > 0, a Hermitian and positive semi-definite. If
Re(A;(AH)) = Re(A;(H)) to each H > 0, then Re(A;(A)) > 0, Vi and

0 < pp (il + A) (i, - A)) <1, i = V-1.
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Proof. The main objective is to prove that Re(A;(A)) > 0, Viif Re(A;(AH)) = Re(A;(H)), Vi, YH > 0.
As, if Re(A;(A)) = 0,Viand A € C™" is n X n-singular matrix, then we have that U, a unitary

matrix so that

M iN7; iN
LI*ALI:( 11'+1 11 1N712 ’
1N21

with My; > 0; for U*"AU = ( ' I‘ ) > (. In turn, this implies that

n

Re(Ai(AH)) = Re(Ai(H)), Vi.
Next, the aim is to prove that
0 < pp ((il +A) (i, - A)) < 1.

Let A = eH, a stable matrix whereas the matrix H > 0, is positive semi-definite. Consider that
P > 0 in such a way that A;(il, + e"'P) # 0, Vi whereas P = (i, + A)7(il, — A) for all A € B. This
implies that

Ai (il + e (il, + A) (i, — A)) £0 Vi, YA € B.
Thus finally, we have that
Ai (L, + A) M (L, - A)A) £ 0 Vi, YA € B.

Thus,
0 < pp ((il, +A) (i, - A)) < 1.

The following Definitions are taken from classical papers [23] and [24], respectively.

Definition 4.2. If the matrix product DA is stable, then the given structured matrix A € R™" is known

as D(a)- structured stable matrix to each positive a-scalar structured matrix D.
Definition 4.3. If D|«ay] is a scalar matrix for each k = 1 : p, means that,

D = Diag(diI[ai], ..., dul[ap)),
then diagonal structure matrix D is known as an a-scalar matrix.

Note: In above Definition 4.3, D]ay] denotes a sub-matrix obtained from a number of rows and
number of columns having the indices ax whereas o = (ay, ..., @) denotes the partition of indices

set{1,...,n} and 1 < p < nis as a positive integer.
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4.1. The novel theoretical results for interconnection among D(«a)-stable structured matrices,
and p-values. Theorem 4.4 is a bridge for class of structured matrices like D(a)-stable matrices,
and their y-values.

Theorem 4.4. [44] Consider matrix A € R"™", then it is a D(«) structured stable if and only if
Re (A;(Diag(dil[ax]))A + AT (Diag(dil[ax]))) > 0, ¥i=1:n,Yk=1:p, 1<p<n,
and 0 < up(M) < 1, whereas the matrix M is obtained from A as
M = (il + Diag (dyl[ax])A + AT(Diag(dkkl[ak])))_l (iI - Diag (dyel[a])A — AT (Diag (dicl[])))

Proof. The main aim is to prove that matrix A € R™" is a D(«a)-stable matrix iff 0 < ug(M) < 1.

Consider that A € B possesses a block diagonal structure, that is
A = (il — Diag(dgl[ag])) (il, + Diag(dila])) ™, Yk=1:p,1<p <n.
Thus, we have that
/\i(In - (iIn + Diag(dil [a] ) A + ATDiag (digel [ove] ))_1(iIn — Diag(dil[ox])A — AT Diag (dil ] ))A)

is not exactly equal to zero, Vi,Yk =1:p,1 < p < n; VA € B. The mathematical expression A;, Vi is

exactly equivalent to condition 0 < up(M) < 1, we refer to see [25] and the references therein. O

Theorem 4.5 gives the necessary condition to given structured matrix A € C"*" is to be a D(«)-

stable structured matrix.

Theorem 4.5. [44] Consider A € C"". For given matrix A to be D(a)-stable the necessary con-

dition is to write A = €8 (the hermitian B € C"™") is a stable structured matrix, and further
0 < pp (il +¢P) 71 (i - ¢P)) < 1.

Proof. The main objective it to prove that A is D(«)-stable matrix if A (il, + e® Diag(dl[ay])) #
0, Vk=1:p,1<p <n. Let A € Bhaving a block-diagonal structure, and suppose that

Diag(dl[ay]) = (il, + A) 7 (il - A).

We further conclude that
(il + B (A1 4+ A) LG - A)) # 0.

The definition of p-values allows to compute

0 < g ((ily + €)1 (L, - ¢%)) < 1.
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4.2. The rank-1 perturbation to D-semistable structured matrices. The main objective is to es-
tablish some novel theoretical results in order to study the interconnection between D-semistable
matrices, and u-values. The following Theorem 4.6 show matrix A € C*" is D-semistable matrix
iff it be a semi-stable matrix. Furthermore, all eigenvalues corresponding to rank-1 perturbation

for given matrix A, that is, A + vw* has to be non-zero.

Theorem 4.6. [44] Consider that A € C™", it is a D-semistable matrix iff matrix A is a semi stable

structured matrix, also A (A + vw*) # 0, Yk, having vw*, a rank-1 structure.

Proof. Suppose given matrix A is D-semistable matrix. This means that that Re(Ax(AD)) > 0, for all
k, for all D € (). Our main objective it to prove given matrix A has semi-stable structure. Meaning
that Re(Ax(A)) > 0 for all k and Ax(A + vw*) # 0, Yk, vw € C*1. As, Re(A((AD)) > 0,Vk, VD € Q.
This in turn implies that Re(Ax(Al,)) > 0, Yk or Re(Ax(A)) > 0. This further yields given matrix A
possesses a semi-stable structure. Further, if A is being subject to rank-1 admissible perturbations,

that is, (A + vw"), then we need to prove
Re(Ax(A+vw™)) #0, Vk.

Suppose for v,w € crl, zjv # 0 and w*z, # 0. Here we have, z; and z, are left eigenvectors, and
right hand eigenvectors corresponds to a simple eigenvalue of structured matrix A. Furthermore,

we assume y € Ker(A + vw*). This yields a system of linear equations (of homogeneous type)
zjvw'y = z; (A +vw*)y = 0.
This further implies that w*y = 0 since zjv # 0. Also, (A + vw*)y = 0, implying y = az, for some
a € C. In turn this reduces to w*y = aw*z, = 0 = a = 0,y = 0. Conversely, assume that if 0"z, = 0,
then we have that
(A+ow")z, =0.

Furthermore, zj (A + vw*) = 0if z;v = 0. mi

Theorem 4.7 show that square complex-valued matrix is D-semistable type of matrix only if

structured matrix A is a semi-stable, further p-values are bounded from above by 1.

Theorem 4.7. [44] Suppose A € C"" then given matrix A is a D-semistable matrix iff A is a semi-stable
matrix, and 0 < ug(M) < 1. Also,

M = (i, + A)"Y(il, - A),
having A=A+ow tov,weC,

Proof. The structured matrix A is a D-semistable matrix iff A is a semi-stable matrix. Also, Ax(A +
vw* 4 iP) not exactly equal to zero for all k, and for all P € (). We aim to prove that Ay (A + vw* +
iP) # 0 for all k, for all P € Q. Let A = (il — P)(il + P)~! have a block-diagonal structure, and

A € B. The diagonal matrix P have all positive entries on its main diagonal. Further, we have

P = (il, + A)7 (i, - A).
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Since, Ax(A + vw* 4 iP) # 0, which implies that
A(A+ovw +i(il+A) (- A))£0, YA€EB.
Also,
rank (A +vw* +i(il, + A) ' (il, - A)) = rank ((il, + A+ vw’) - (il, — A + vw")A), YA € B.
Thus finally, this yields
A (In = (il + A+ 00") (il — A+ 00")A)) £0, VA €B,
which is the necessary condition that 0 < up(A) < 1. m]

4.3. Pseudo-spectrum. The pseudo-spectrum for M € C*" is the set of all the eigenvalues corre-
sponding to M. The question may raise is either singularity of M does or doesn’t appear to be
robust in the sense that a small perturbation € vary the answer from yes to no. We think either
IM~1|| is large enough or this is not the case? For an eigenvalue A of given matrix M, one may
ask a much better question: Does the matrix-norm ||(AL, — M)‘lll is large or not? these questions

allows to write definitions given as below, see [26].

Definition 4.4. Consider that M is a given n-dimensional matrix, and let € > 0, a small perturbation. The
pseudo-spectrum (M) is the collection of all the eigenvalues A € C such that
1

(AL, = M)7Y| > s
Remark 4.1. The A € 6(M), (M) represents spectrum of given structured matrix M, ||(AL, — M) 71| = oo.

The second definition of pseudo-spectrum is:

Definition 4.5. Let M is a n-dimensional matrix, and assume that € > 0, a small perturbation. The
e-pseudospectrum o.(M) is the set of eigenvalues A € C so that

Aea(M+E),
for some E with ||E|| < e.
The third definition of pseudo-spectrum is given as bellow:

Definition 4.6. Let M is a n-dimensional matrix, and assume that € > 0, a small perturbation. The
e-pseudospectrum o.(M) is the collection of all the eigenvalues A € C so that

(AL, — M)v|| < e
for some v € c™ ol = 1.

The following Theorem results establishes an equivalence relation for all above definitions of

pseudo-spectrum.

Theorem 4.8. Let M is a n-dimensional complex-valued matrix, then all three definitions of pseudo-

spectrum are equivalent.
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4.4. Numerical Testing. We draw a comparison on the numerical computation of y-values bounds
from below. The well-known Matlab routine mussv provides best feedback on approximation of
lower and upper bounds of p-values. Our methodology provides tighter outcomes on numerical
approximation of u-values bounds approximated from below. The class of structured matrices
under consideration are taken from an economic models. The new results as compared to existing
techniques are are much sharper because:

(i) We make use of computation of singular values rather than computing only the eigenvalues of
structured matrices.

(ii) The singular values are obtained via singular value decomposition (SVD). We have used Matlab
command svd to approximate u-values of given structured matrix.

(iii) The computation to the largest singular value of structured matrices helps to compute the
sharper lower bounds of u-values.

(iv) The computational cost is not high as compared with exiting mathematical techniques.

A number of numerical examples are provided for economy models. The numerical testing are
performed to compute and compare p-values bounds from below. The results on the numerical
computation on bounds of ji-values guarantees the effectiveness of proposed technique as compare
with existing techniques.

Examples 1 and 2 are taken from [27]. In these examples the main objective was to determine the
capital demands which is a complicated procedure in economics. Each factory and company faces
some problems and they seek for an optimal but practically valid solutions. From mathematical
view point, this involve the demand of study of cost matrix which is obtain by calculating capital
demands.

Example 1. We take a real-valued cost matrices which is taken from [27].

46 10 30 20
Al = [5 7], A, = (80 70 90|.
40 50 60

Figure 1 present the behavior of spectrum, singular values, p-values, and pseudo-spectrum of
matrices A1, and A,.

Example 2. We take 30,40, 50, 60,70,80,100 and 120 dimensional real-valued matrices which
are generated with MATLAB command "rand".

A few comparison between the proposed methodology [16], and mussv as implemented in the
MATLAB Control Toolbox.

m || Bew = Fpp || Bew > Fpp || Few < Fpp
05 63 26 11

10 66 24 10

25 39 50 11

50 37 57

100 34 63
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Ficure 7. The pseudo-spectrum of A; (left), and A (right) from Example 1.

We present a comparison for an algorithm which is discussed in this article, and the algorithm
presented by Doyle and Packard. In first column, we give dimension of the randomly generated
examples. In second column, we give number of cases (total number of 100). The lower bounds
yg\]ew are computed with the new method while lower bound ‘u%D computed by the MATLAB
function mussv are taken within a tolerance limit of 10~3; while across third column, we report a
number of cases where the new lower bound improves as compare to one computed by mussv.
Finally, in the forth column, we report the number of cases with lower bounds approximated by

mussv is larger than the lower bound approximated with the new method.
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5. CoNCLUSION

The interconnection between the analysis on stability, D-stability, and u-values provides a much
deeper understanding about the behavior of dynamical systems. The stability analysis provides a
basic and foundational assurance to system behavior subject to normal conditions. The analysis on
D-stability offers insights into resilience subject to diagonal kind of uncertainties. The computation
of u-values on the other hand, bridge the links between these concepts by quantifying the system’s
vulnerability subject to structured and unstructured uncertainties. The interconnection between
these quantities formulate a cohesive framework allowing to study and analyze the stability
properties of complex systems. In this article, we have presented:

(1) State-of-the-art methods for analytical and numerical treatments on the computation of p-
values;

(2) Stability analysis and D-stability analysis of Hitchcock-Koopmans transportation model;

(3) Spectrum and pseud-spectrum of D-stability of structured matrices appearing across economic

models.
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